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Preface

Welcome to the Workshops on Computational Science, which were co-organized with
the 25th International Conference on Computational Science (ICCS - https://www.iccs-
meeting.org/iccs2025/), held on July 7-9, 2025 at the Nanyang Technological University
(NTU), Singapore.

This 25th edition in Singapore marked our return to a fully in-person event. Although
the challenges of our present times are manifold, we have always tried our best to keep
the ICCS community as dynamic, creative, and productive as possible. We are proud to
present the proceedings you are reading as a result.

ICCS 2025 was jointly organized by Nanyang Technological University, the
A*STAR Institute of High Performance Computing, the University of Amsterdam, and
the University of Tennessee.

Considered one of the most developed countries in the world, the island country of
Singapore is a major aviation, financial, and maritime shipping hub in Asia. Singapore
is multilingual, multiethnic, and multicultural, and as such a very popular, safe tourism
destination.

NTU Singapore is a public university ranked among the world’s best, with 35,000
students, and home to the world-renowned autonomous National Institute of Education
and S. Rajaratnam School of International Studies. In addition to many research institutes
and centers at the university, college, and school levels, NTU also hosts two National
Research Foundation (NRF) and Ministry of Education (MOE) Research Centers of
Excellence, namely the Singapore Center for Environmental Life Sciences Engineering
(SCELSE) and the Institute for Digital Molecular Analytics & Science (IDMxS), and
11 Corporate Labs in partnership with various industries. ICCS 2025 took place on the
One-north campus.

The Institute of High Performance Computing (IHPC) is a national research insti-
tute under the Agency for Science, Technology and Research (A*STAR), dedicated to
advancing science and technology through computational modeling, simulation, Al, and
high-performance computing. With a multidisciplinary team of scientists and engineers,
IHPC drives innovation across sectors such as advanced manufacturing, microelec-
tronics, sustainability, maritime, and biomedical sciences. It leads Singapore’s national
efforts in hybrid quantum-classical computing and digital twin platforms, and partners
extensively with industry and government agencies to translate deep tech into real-world
impact.

The Workshops on Computational Science are a set of thematic workshops organized
by experts in a particular area of Computational Science. These workshops are specif-
ically intended to provide a forum for the discussion of novel and more focused topics
in the field of Computational Science among an international group of researchers, and
to strengthen the application of Computational Science in particular disciplines.
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We are proud to note that this 25th edition of ICCS, with 23 workshops (the Work-
shops on Computational Science), one co-located event (the Asian Network of Com-
plexity Scientists Workshop), and over 300 participants, kept to the tradition and high
standards of previous editions.

The theme for 2025, “Making Complex Systems tractable through Computa-
tional Science”, highlighted the role of Computational Science in tackling the complex
problems of today and tomorrow.

ICCS is well known for its lineup of keynote speakers. The keynotes for 2025 were:

Johan Bollen, Indiana University Bloomington, USA

Jack Dongarra, University of Tennessee, USA

Mile Gu, Nanyang Technological University, Singapore

Erika Fille Legara, Center for Al Research | Asian Institute of Management,
Philippines

e Yong-Wei Zhang, Institute of High Performance Computing, A*STAR, Singapore

This year, the Workshops on Computational Science registered 322 submissions, of
which 137 were accepted as full papers, and 32 as short papers. There were on average
2.7 single-blind reviews per submission.

We would like to thank all committee members from the main track and workshops
for their contribution to ensuring a high standard for the accepted papers. We would
also like to thank Springer, Elsevier, and Intellegibilis for their support. Finally, we
appreciate all the local organizing committee members for their hard work in preparing
this conference.

We hope you enjoyed the conference and the beautiful country of Singapore.

July 2025 Maciej Paszynski
Amanda S. Barnard
Yongjie Jessica Zhang
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Abstract. Smart cities optimize traffic management and vehicle com-
munication through Intelligent Transportation Systems (ITS), with
Vehicular Ad-hoc Networks (VANET) serving as a core infrastructure.
In these environments, security vulnerabilities can severely impact the
smart city traffic system, leading to traffic congestion, blockage of
emergency vehicle routes, and disruption of autonomous driving sys-
tems. Unfortunately, identifying security vulnerabilities of the system in
VANET is complex due to various attack types and the dynamic nature
of the network, requiring systematic verification techniques for effective
analysis. Recently, Nath et al. proposed an authentication protocol for
VANETS using LWE-based lattice signatures and tokens, however the
protocol has not been sufficiently validated. This study utilizes AVISPA
(Automated Validation of Internet Security Protocols and Applications)
to analyze Nath et al.’s protocol. AVISPA, an automated security veri-
fication tool based on the Dolev-Yao(DY) attacker model, is effective in
assessing various threats such as replay attacks and man-in-the-middle
attacks, making it ideal for evaluating security in the VANET environ-
ment. The security analysis reveals that the protocol is vulnerable to
multiple attacks due to the lack of message freshness verification and
user authentication. To address these vulnerabilities, we propose counter-
measures to enhance message freshness verification and user authentica-
tion mechanisms, and validate the improved protocol’s security through
AVISPA simulation. Finally, we verify the security of the authentica-
tion scheme which is applied the countermeasures through AVISPA. The
result shows that the security of smart city vehicular networks can be
strengthened through AVISPA-based security verification and this can
provide valuable insights for designing security protocols in smart cities.

Keywords: Intelligent Transportation System - Vehicular Ad-hoc

Networks - Lattice-based cryptography - security protocol analysis -

AVISPA simulation - sybil attack - eclipse attack

1 Introduction

Smart cities achieve efficient urban operations through Intelligent Transporta-
tion Systems (ITS), which optimize traffic management and facilitate seamless

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
M. Paszynski et al. (Eds.): ICCS 2025 Workshops, LNCS 15912, pp. 3-17, 2025.
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vehicle communication [6]. Vehicular Ad-hoc Networks (VANET) play a criti-
cal role in the transportation infrastructure of smart cities, enabling real-time
data exchange between vehicles (V2V) and between vehicles and infrastructure
(V2I). This allows for the optimization of traffic flow, accident prevention, and
the enhancement of emergency response systems [14]. Furthermore, VANET is
also employed in various user-centric services such as road traffic load balancing,
3D navigation, and in-vehicle entertainment services [9].

However, if security vulnerabilities exist in VANET, a smart city’s traffic
management system could be significantly affected by malicious actors. For
instance, replay attack or sybil attack [4] could disseminate false traffic infor-
mation, leading to large-scale congestion or malfunctioning emergency vehicle
priority systems. Additionally, an eclipse attack [8] that isolates a specific vehi-
cle from the network could mislead autonomous vehicles into making incorrect
decisions, potentially resulting in severe accidents. Thus, ensuring the security
of VANET in smart cities is not only essential for traffic management but also
crucial for maintaining overall urban stability and trust. To address these secu-
rity challenges, robust authentication mechanisms are required, and it is critical
to assess whether existing approaches provide sufficient security in VANET envi-
ronments.

The previously proposed authentication methods in the VANET environ-
ment provide security using cryptographic algorithms based on mathemati-
cal challenges such as the discrete logarithm problem or integer factorization,
like Rivest-Shamir-Adleman (RSA) and Elliptic-Curve Cryptography (ECC)
[5,18,21]. However, with advancements in quantum algorithms, their vulnera-
bilities have become increasingly apparent [7,19]. To address this issue, Nath et
al. (2024) [15] proposed an authentication scheme that integrates a lattice-based
signature mechanism based on the Learning With Errors (LWE) problem and a
token-based authentication approach. This scheme claims to enhance anonymity
using pseudo-identities and to enable fast authentication via a token-based mech-
anism. However, our analysis reveals that this approach is vulnerable to various
attacks, including replay attack, impersonation attack, insider attack, table leak-
age attack, denial-of-service (DoS) attack, eclipse attack, and sybil attack.

In this paper, we review the lattice-based authentication protocol proposed
by Nath et al. and conduct a formal simulation analysis using the Automated
Validation of Internet Security Protocols and Applications (AVISPA) [1] version
1.6 tool. This formal analysis method is effective for evaluating protocol security
[10,11,16,17,20]. Finally, we demonstrate that this scheme is not suitable for
real-world VANET environments and provide recommendations to address its
vulnerabilities and enhance security.

2 Preliminaries
2.1 System Model

In a VANET environment, authentication and message exchange involve trusted
entities such as the Trusted Authority (TA), Road Side Unit (RSU), and
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Onboard Unit (OBU). The TA oversees information exchange and ensures secure
communication over wireless media after vehicle registration. The RSU serves as
infrastructure, managing vehicle authentication and parameters, while the OBU
utilizes these functions to communicate with RSUs or other vehicles. In a high-
speed vehicular environment, authentication must occur with minimal delay,
necessitating advanced security designs. The overall system model is shown in
Fig. 1.

(-1 TA initialization

% (-2 RS intalization mo

(2) V21 Authentication

ﬁ (3) V2V Authentication ﬁ
-—_—
ore o e

Fig. 1. System model.

(1-3 OBU initialization

2.2 Threat Model

Nath et al. conducted a security analysis using the Dolev-Yao (DY) [3] and
Canetti-Krawczyk (CK) [2] attacker models. The attackers in the DY and CK
models possess the following capabilities:

— The attacker can eavesdrop, intercept, modify, delete, and manipulate mes-
sages transmitted over public channels.

— The attacker may guess the legitimate user’s identity or password but cannot
accurately guess both simultaneously.

— The attacker can compromise security by launching impersonation attack,
replay attack, and man-in-the-middle attack.

— These models assume perfect cryptographic primitives, meaning encrypted
messages are infeasible to decrypt without the corresponding key.

— The attacker can leak certain secret information, such as temporary nonces
and session keys.

2.3 Lattice-Based Cryptography

Lattice-based cryptography provides strong resistance against quantum attacks
due to the computational hardness of solving problems like the Shortest Vec-
tor Problem (SVP) and Learning With Errors (LWE) [12]. These problems are
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computationally hard even for quantum computers, making lattice-based cryp-
tography a promising alternative to classical public-key systems. A widely used
encryption method relies on the LWE problem, where messages are encoded
using a random matrix A, a secret key sek, and an error term e [13].The encryp-
tion process follows:

c= (A4, |A- sek + e+ encode(m)]). (1)

For decryption:
m = decode(|g] — A - sek). (2)

Here, |.] denotes a rounding function that maps a point a € R™ onto a lattice
code (A, [.]n):
a=lala + [a]a, 3)
where |a]an € A is the quantized lattice point and [a]n € VA represents
the rounding error. This transformation ensures efficient message encoding with
minimal decoding errors.

2.4 AVISPA

To formally verify the proposed protocol, we utilize AVISPA [1], a widely used
tool for security assessment. AVISPA is a well-known simulation tool for ver-
ifying the security of internet protocols and applications, particularly effec-
tive in evaluating vulnerabilities such as replay attack and man-in-the-middle
attack. This tool employs code written in the High-Level Protocol Specifica-
tion Language (HLPSL) and utilizes four backend models: Constraint-Logic-
Based Attack Searcher (CL-AtSE), On-the-Fly Model Checker (OFMC), SAT-
Based Model Checker (SATMC), and Tree-Automata-Based Protocol Analyzer
(TA4SP). To assess the security properties of the protocol, the HLPSL code is
first converted into an intermediate format using the HLPSL2IF translator, after
which the backend models perform the verification.

3 Review of Nath et al.’s Scheme

This section provides an overview of the model proposed by Nath et al. The
scheme is divided into three processes: the initialization phase, authentication
in V2I (authentication for token issuance), and authentication in V2V and
V2I(authentication for communication).

3.1 System Initialization

This section outlines the initialization process for each entity involved in the
system. Before mutual authentication and message exchange, every entity must
undergo an initialization phase. Once a vehicle completes the registration process
with the TA, the TA generates and periodically updates a Regprp table con-
taining the vehicle’s master public key and pseudo-ID. This table is maintained
in the RSU. By maintaining this table, the need for digital certificate exchange
between the RSU and OBU is eliminated. The details are as follows.
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TA Initialization. The TA, equipped with high computational capabilities,
selects and distributes the necessary parameters for secure key exchange among
the entities. First, it selects two distinct matrices, A € Z;**™ and A" € Z;**".
Then, it chooses a secret key sek from the distribution ng and computes
the public key Pub = A’.sek. Subsequently, the TA selects a lattice code pair
X, ([.])x for error correction and another lattice code pair Y, (|.])y for quan-
tization. Next, it selects two hash functions: H; : ZZZ" — Zq and Hy : 0,17 Z,.
Finally, it sets the public parameters as m,n, q, A, Pub, Hy, Hs.

RSU Initialization. The r-th RSU is identified by its unique identity, RSU,.
Under the supervision of the TA, the RSU selects its secret key rsek, from
2™ € Z4 and computes its public key as rpub, = A’.rsek,. The RSU, receives
from the TA the identities and public keys of nearby RSUs (e.g., RSU,, RSU,),
along with the lattice code pairs X, ([.])x, Y,([.])y, and the hash functions
H, and Hs. Finally, the RSU stores its key pair (rsek,,rpub,), the error term
(err — 2™), and the lattice codes X, (|.])x, Y, (|.])y in inactive memory. The
public parameters are then set as {RSU,., A, rpub,., Hy, Ha}.

OBU Initialization. The i-th vehicle, or OBU;, must undergo a registration
process through the TA. The OBU; receives the following parameters from the
TA: the real identity real;, the master secret key msek,;, the master public
key mpub,; = A.msek,;, the secret key sek,;, the public key pub,; = A’.sek;,
the pseudo-identity PID; = (PID;1, PID;s), where PID;; = H(real;) and
PID;s = real; ® Hi(sek), and the list of active RSUs within a specific region,
Listgsy. Next, the OBU; stores the hash functions Hy, Hy and the lattice codes
X, ([.Dx, Y, (|.])Y in non-volatile memory, and sets {PID;, A, puby,;, H1, H2}
as the public parameters.

3.2 Authentication in V2I

Before communicating with other vehicles, a fully registered OBU must receive
a token from the RSU. The authentication and token exchange process between
the RSU and OBU is illustrated in Fig. 2, and the detailed procedure is as follows.

First, the j-th RSU, denoted as RSUj;, broadcasts a beacon message con-
taining its identity RSU; and public key rpub;. Upon receiving the broad-
casted message, OBU; verifies whether RSU; is listed in Listgpsy. If the ver-
ification is successful, O BU, generates a timestamp ¢; and constructs a message
M1 = {PID;,t;,RSU;}, where PID, is its pseudo-identity, and sends it as a
response.

Next, RSU; checks whether PID; exists in the Regp;p table. If a match is
found, it retrieves the master public key of the corresponding OBU;, denoted as
mpuby;, and computes hg = Hy(mpub,;). Then, using the identities and public
keys of neighboring RSUs aligned in a straight path, it generates the token as
p = Ha(RSUj||rpubs| | RSU||rpuby || RSUL||rpuby|| At).
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RSUj OBUi

broadcast RSUj, rpub;

check RSU; in Listrsu
generate timestamp t;
PID;,t;, RSUJ'
P R E)
check PID; in Regprp
calculate
ho = Hi(mpuby;)
p = Hy(RSUj||rpub;||RSUL||rpuby || RSU; ||rpub; || At)
C = encrypt(p)

ho N A, C

—
calculate
hy = Hy (mpuby;)
check hg = h6

decrypt(C) = p

Fig. 2. V2I Authentication phase of Nath et al.’s scheme.

The RSU then encrypts the generated token using the master public key of
OBU;, computing C = encrypt(p), and transmits {hg, A, C} to OBU;.

Upon receiving {hg, A, C}, OBU; computes h{ = H;(mpub,;) using its own
master public key and verifies whether hg = h(. If the verification succeeds,
OBU; decrypts C using its master secret key to obtain p = decrypt(C).

3.3 Authentication in V2V and V2I

Once OBU; obtains the token p from a nearby RSU, it becomes eligible to com-
municate with other vehicles. To initiate communication with another vehicle,
OBU; follows the process outlined below.

First, OBU; computes y; = mesk,;.p and generates a timestamp ¢;. It then
performs a hash operation on the message msg, p, and t; to compute 3; =
Hjy(msg||p||t;||PID;1). Subsequently, it generates the signature as sign; = 8; +
i+

Next, OBU; constructs the message containing the destination information
dest and the message M.SG = {msg, PID;, sign;, 3;, mpub,;,t;}. This message
is then broadcasted over the wireless communication medium to be received by
OBUj.

Upon receiving {dest, MSG}, OBU}, verifies the timestamp ¢; and com-
putes B = Ha(msgl|p||t;||PID;1) using the received information. It then checks
whether 8, = ;. If the values match, O BUj, verifies OBUj’s signature using the
equation A.sign; = A.B, + mpub,;.p. If the signature verification is successful,
OBUy, considers the message from OBU; to be valid. Otherwise, it discards the
message.

This authentication process is not limited to a single vehicle. It is performed
dynamically during V2V communication, allowing multiple vehicles to exchange
messages simultaneously. Additionally, vehicles can transmit messages to the
RSU, which can verify the authenticity of these messages using the previously
described verification process.
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4 Security Weakness of Nath et al.’s Scheme

This section demonstrates that Nath et al.’s scheme is vulnerable to replay
attack, impersonation attack, insider attack, table leakage attack, DoS attack,
eclipse attack, and sybil attack. The vulnerabilities are analyzed using both for-
mal and informal methods.

4.1 Formal Analysis Using AVISPA Tool

HLPLS Specifications. To verify the security of the protocol, HLPSL code
was written for each entity involved in the communication process. The code is
categorized based on the roles of the entities: TA (Fig.3 (a)), RSU (Fig.3 (b)),
and OBU (Fig.3 (c)). Finally, the session and environment details are shown in
Fig. 3 (d).

The registration process for RSUs and OBUs corresponds to transitions 1
and 2 in the code. To ensure that the registered public keys can be effec-
tively utilized in the protocol, each entity (TA, RSU, and OBU) receives
its public key as a parameter. The public keys of TA, RSU, and OBU are
denoted as PK;, PK,, PK;, respectively, while the master public key of OBU
is represented as M PK;. In transition 1 of the RSU, SND(RSU;, PK,) sig-
nifies the stage in the V2I authentication process where the RSU broad-
casts its information. After receiving this message, the OBU sends an authen-
tication request message PID;,t;, RSU; to the RSU, which corresponds to
SND(Ti,PIDil, PIDi2, RSUj’) in transition 3. Upon receiving this message,
the RSU generates a token, encrypts it, and transmits it to the OBU. This pro-
cess occurs in transition 4, and the transmission to the OBU is represented as
SND(H1(MPK;), Token', Tokenppk,). Finally, the process in which the OBU
receives the encrypted message is described in transition 5. To evaluate the proto-
col’s security, authentication is performed using witness() and request() functions
during the message transmission and reception process. The protocol identifiers
authy, auths,and auths are used in conjunction with witness() and request() to
verify whether the authentication process is correctly executed. Lastly, the code
defined in the Goal section is used to verify that the protocol’s overall authen-
tication process is properly conducted.

Simulation Results. The results of executing the AVISPA simulation on the
previously defined HLPSL code are shown in Fig. 4. The simulation results con-
firm that the scheme proposed by Nath et al. is not secure against replay attacks
and man-in-the-middle (MITM) attacks. The specific points where issues arise
can be identified in the Goal section. This analysis allows for the identification of
authentication vulnerabilities within the protocol and provides valuable insights
for developing security enhancements.
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role
role_TA(TA:agent,RSU:agent,0BU:agent,PKt:public_key,MPKi:public_k
ey, PKi:public_key,PKr:public_key,Key_set_TA_RSU:(symmetric_key)
set,Key_set_TA_OBU:(symmetric_key) set,SND,RCV:channel(dy))
played_by TA
def=

local

State:nat,Reali:text, PIDil:text, A:text, NN:text, MM:text, QQ:text,PIDi2:
text,Key_2:symmetric_key,Key_l:symmetric_key
init
State:=0
transition
1. State=0 /\ RCV(start) =|> State":=1
N\ A:=new() /\ QQ":=new() /\ NN":=new() /\ MM':=new()
/\ Key_1:=new() /\
Key_set_TA_RSU":=cons(Key_1',Key_set_TA_RSU)
/\ SNDE{MM'.NN'.QQ".A" PKt} Key_T)

/\ Reali":=new() /\ PIDi2":=new() /\ PIDi1":=new() /\ Key_2":=new()

/\ Key_set_TA_OBU":=cons(Key_2',Key_set_TA_OBU)

/\ SND{MM'.NN'.QQ'".A".PKt.MPKi.PKi.PIDi1".PIDi2".Reali'}_Key_2')
end role

(a) TA’s role.

role
role_OBU(TA:agent,RSU:agent,0BU:agent,PKt:public_key, MPKi:publi
c_key,PKi:public_key,PKr:public_key,Key_set_TA_OBU:
(symmetric_key) set,SND,RCV:channel(dy))
played_by OBU
def=

local

State:nat,Reali:text, A:text, NN:text, MM:text, QQ:text, RSUj:text,PIDil:t
ext,Ti:text,PIDi2:text,Token:text,H:hash_func,Key_1:symmetric_key
init
State:=0
transition
2. State=0 /\ in(Key_1',Key_set_TA_OBU)
/\ RCV{{MM'.NN'.QQ".A".PKt.MPKi.PKi.PIDi1" PIDi2".Reali’}_Key_1)
=|> State":=1
/\ Key_set_TA_OBU":=delete(Key_1',Key_set_TA_OBU)

3. State=1/\ RCV(RSUj'.PKr) =|> State":=2
/\ request(OBU,RSU,auth_1,RSUj)

N\ Ti=new()

/\ SND(Ti'.PIDi1.PIDi2.RSUj")

/\ witness(OBU,RSU,auth_2,PIDi1)

5. State=2 /\ RCV(H(MPKi).Token'.{Token'}_MPKi) =|> State":=3

/\ request(OBU,RSU,auth_3 Token")
end role

(c) OBU’s role.

role
role_RSU(TA:agent,RSU:agent,0BU:agent,PKt: public_key,MPKi:public
_key,PKi:public_key,PKr:public_key,Key_set_TA_RSU:(symmetric_key)
set,SND,RCV:channel(dy))
played_by RSU
def=

local

State:nat,QQ:text, MM:text, NN:text, A:text, RSUj:text, PIDil:text,Ti:text
,PIDi2:text,Token:text,H:hash_func,Key_1:symmetric_key
init
State :=0
transition
1. State=0 /\ in(Key_1',Key_set_TA_RSU)
/A RCV{{MM'.NN'.QQ"A"PKt}_Key_T) =|> State":=1
/\ Key_set_TA_RSU":=delete(Key_1',Key_set_TA_RSU)

/\ SND(RSUj.PKr)
/\ witness(RSU,0BU,auth_1,RSUj)

4. State=1 /\ RCV(Ti'.PIDi1'.PIDi2".RSUj) =|> State':=2
/\ request(RSU,0BU,auth_2,PIDiT")
/\ Token':=H(RSUj.PKr.Ti")
/\ SND(H(MPKi).Token' {Token'}_MPKi)
/\ witness(RSU,0BU,auth_3,Token’)
end role

(b) RSU’s role.

role
session(TA:agent,RSU:agent,0BU:agent,PKt:public_key,MPKi:public_k
ey,PKi:public_key,PKr:public_key,Key_set_TA_RSU:(symmetric_key)
set,Key_set_TA_OBU:(symmetric_key) set)
def=

local

SND3,RCV3,SND2,RCV2,SND1,RCV1:channel(dy)
composition

role_OBU(TA,RSU,0BU, PKt,MPKi,PKi,PKr,Key_set_TA_OBU,SND3,RCV3
N
role_RSU(TA,RSU,0BU,PKt,MPKi,PKi,PKr,Key_set_TA_RSU,SND2,RCV2)
A

role_TA(TA,RSU,0BU,PKt,MPKi,PKi,PKr,Key_set_TA_RSU,Key_set_TA_O
BU,SND1,RCV1)
end role

role environment()
def=
const

pki:public_key,pkt:public_key,trust:agent,hash_0:hash_func,obu:agen
t,rsu:agent,mpki:public_key, pkr:public_key,auth_1:protocol_id,auth_2:
protocol_id,auth_3:protocol_id
intruder_knowledge = {trust,rsu,obu,pkt,mpki,pki,pkr}
composition
session(trust, rsu,obu,pkt,mpki, pki,pkr,{},{})
end role

goal
authentication_on auth_1
authentication_on auth_2
authentication_on auth_3
end goal

environment()

(d) Session, Environment, and Goal.

Fig. 3. HLPSL code.



Formal Security Analysis of the Authentication Protocol 11

SUMMARY % OFMC
UNSAFE % Version of 2006/02/13
SUMMARY
DETAILS UNSAFE
ATTACK_FOUND DETAILS
TYPED_MODEL ATTACK_FOUND
PROTOCOL
PROTOCOL /horr ji Its/protocol.if
protocol.if GOAL
authentication_on_auth_1
GOAL = v BACKEND
Authentication attack on (rsu,obu,auth_2,PIDi1(8)) OFMC

COMMENTS

STATISTICS
parseTime: 0.00s
searchTime: 0.00s
visitedNodes: 2 nodes
depth: 2 plies

BACKEND
CL-AtSe

STATISTICS

Analysed : 2 states
Reachable : 2 states
Translation: 0.00 seconds
Computation: 0.00 seconds

(a) CL-AtSe (b) OFMC

Fig. 4. AVISPA execution results.

4.2 Informal Analysis

This section demonstrates, through logical security analysis, that the scheme
proposed by Nath et al. is vulnerable to replay attack, impersonation attack,
insider attack, table leakage attack, DoS attack, eclipse attack, and sybil attack.

Replay attack

1. An attacker may capture and replay broadcast messages originating from
RSU;. OBU; cannot verify the generation time of the broadcast message
or authenticate its sender. As a result, the attacker can impersonate RSU;
through a replay attack.

2. An attacker can record the message M; sent by O BU;, modify only the times-
tamp, and replay it. RSU; does not verify the sender of message M;. Conse-
quently, the attacker can impersonate O BU; using a replay attack.

Impersonation attack

1. An attacker can generate a broadcast message for RSU; using publicly avail-
able information, such as RSU; and rpub;. OBU; cannot verify the sender
of the broadcast message, making it possible for the attacker to impersonate
RSU;.

2. An attacker can generate message M; using publicly available information,
such as PID; and RSU;. RSU; is unable to distinguish the actual sender of
message M, allowing the attacker to impersonate O BU;.

Insider Attack. A malicious user who has completed the legitimate registration
process can obtain mpub,; through V2V communication. Using the acquired
master public key of another vehicle, the attacker can generate hg, A,C and
send them to the OBU;. Since OBU; cannot verify the sender of the received
message, the attacker can impersonate RSU;.
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Table Leakage Attack. An attacker can compromise the stored table of RSU;
and obtain critical parameters. Using the extracted values, including mpub,;,
RSU;, and rpub;, the attacker can generate hg, A,C and send them to OBU;.
Since OBU; cannot verify the sender of the received message, the attacker can
impersonate RSU;.

DoS attack

1. An attacker can record and replay the broadcast message from RSU; or
generate a new broadcast message using publicly available information, then
repeatedly send it to OBU;. Since OBU; does not perform message verifica-
tion, it is vulnerable to DoS attack.

2. An attacker can record and replay message M7 sent by OBU; or generate
a new one, then repeatedly send it to RSU;. Since RSU; does not verify
incoming messages, it is susceptible to DoS attack.

Eclipse Attack. An attacker capable of impersonating RSU; can generate and
transmit a manipulated token p to OBU;. Since OBU; cannot detect the alter-
ation, it proceeds with V2V communication using the compromised token. As a
result, OBU; with the manipulated token is unable to communicate with legit-
imate vehicles and becomes isolated within the network. In smart city environ-
ments, this type of attack could have severe consequences by isolating emergency
vehicles, preventing them from receiving critical updates on optimal routes, or
delaying first responders. This could directly impact urban safety and traffic
management efficiency.

Sybil attack

1. An OBU that has received a manipulated token from an attacker imperson-
ating RSU; may also receive a V2V message dest, M SG from a fake vehicle
created by the attacker. In this case, the OBU authenticates the fake vehi-
cle’s message using the compromised token. Since OBU; cannot distinguish
between legitimate and fake vehicles, it accepts dest, M SG from the fake
vehicle as valid information.

2. A malicious user who has completed legitimate registration can utilize a token
obtained through the V2I process along with fabricated vehicle information to
generate dest, M SG and send it to OBU;. Since O BU; verifies messages solely
based on the received information and token, it cannot determine whether the
sender is a real or fake vehicle. Consequently, O BU; accepts dest, M SG from
the fake vehicle as legitimate.

In large-scale smart cities, a sybil attack can significantly disrupt intelligent
traffic management systems by allowing attackers to manipulate traffic data,
leading to artificial congestion, inefficient routing, and delays in automated traffic
flow optimization.
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5 Security Fixes

The scheme proposed by Nath et al. demonstrates significant security vulnera-
bilities primarily due to the lack of message freshness verification and absence of
user authentication mechanisms. As a result of these weaknesses, an attacker can
ultimately isolate users from the legitimate network and force them to accept
only manipulated information. These critical security flaws are discussed in detail
in Sect. 4.

Nath et al. claimed that their scheme enables fast and secure communication
using tokens. However, the absence of message freshness checks, and the lack
of a user authentication mechanism leaves the entire network highly vulnerable.
Therefore, it is essential to design a method that ensures message freshness and
incorporates a user authentication process to enhance network security.

To address the security issues identified in the protocol by Nath et al., we
propose the following key guidelines.

Solution 1. According to Sect. 3.2, RSU; transmits only its identity and public
key during broadcasting. To prevent RSU; impersonation attack, a timestamp
and a signature mechanism can mitigate various attack. The detailed process is
as follows.

RSUj generates a timestamp t; and signs it using its secret key rsek; to create
the signature value tsign; = t; + rsek;. Then, RSU; constructs the broadcast
message as { RSU;, rpubj,tsign;, t;}.

Upon receiving the broadcasted message, OBU; first checks the freshness
of the message using t;. It then verifies the signature by computing A.tsign; =
A.tj+rpub;. Through this process, OBU; can defend against replay attack, RSU
impersonation attack, and DoS attack. The generated signature value remains
valid for a certain period during RSU broadcasting and is updated when the
token is refreshed.

Solution 2. In the process described in Sect. 3.2, when O BU; sends message M1,
the sender cannot be authenticated, and RSU; does not verify the timestamp
upon receiving Mj. As a result, the freshness of the message cannot be ensured.
To address this issue, a timestamp signing mechanism similar to the previous
solution can be incorporated. The detailed method is as follows.

OBU; selects a timestamp t; and applies a digital signature using its master
secret key msek,;, producing tsign; = t;-++msek,;. It then constructs the message
My = {PID;,t;,tsign;, RSU;} and transmits it to RSU;.

Upon receiving the message, RSU; verifies the freshness of the message
by checking the timestamp ¢; and then validates the signature by computing
A.tsign; = A.t; + mpub,;. Through this process, RSU; can resist replay attack,
OBU impersonation attack, and DoS attack.

Solution 3. In Sect.3.2, RSU; generates the message {ho, A,C} and sends it
to OBU;. Upon receiving this message, OBU,; decrypts it to obtain the token.
However, there is no procedure to verify the freshness of the message, and there
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role
role_TA(TA:agent,RSU:agent,0BU:agent,PKt:public_key, MPKi:public_k
ey, PKi:public_key,PKr:public_key,Key_set_TA_RSU:(symmetric_key)
set,Key_set_TA_OBU:(symmetric_key) set,SND,RCV:channel(dy))
played_by TA
def=

local

State:nat,Reali:text, PIDil:text, A:text, NN:text, MM:text, QQ:text,PIDi2:
text,Key_2:symmetric_key,Key_1:symmetric_key
init
State:=0
transition
1. State=0 /\ RCV(start) =|> State":=1
N\ A:=new() /\ QQ":=new() /A NN":=new() /\ MM":=new()
/\ Key_1":=new() /\
Key_set_TA RSU":=cons(Key_1',Key_set_TA_RSU)
/\ SNDEMM'.NN'.QQ".A".PKt} Key_T)

/\ Reali':=new() /\ PIDi2":=new() /\ PIDi1":=new() /\ Key_2":=new()

/\ Key_set_TA_OBU':=cons(Key_2',Key_set_TA_OBU)

/\ SND{MM'.NN'.QQ".A".PKt.MPKi.PKi.PIDi1'.PIDi2".Reali'’}_Key_2')
end role

(a) TA’s role.

role
role_OBU(TA:agent,RSU:agent,0BU:agent,PKt:public_key, MPKi:publi
c_key,PKi:public_key,PKr:public_key,Key_set_TA_OBU:
(symmetric_key) set,SND,RCV:channel(dy))
played_by OBU
def=

local

State:nat,Reali:text,A:text,NN:text,Tj2,Tjl, MM:text, QQ:text,RSUj:text,
PIDil:text,Ti:text,PIDi2:text, Token:text,H:hash_func,Key_1:symmetric_
key
init
State:=0
transition
2. State=0 /\ in(Key_1",Key_set_TA_OBU)
/\ RCV{{MM'.NN'.QQ"A".PKt.MPKi.PKi.PIDi1".PIDi2".Reali’}_Key_1)
=|> State":=1
/\ Key_set_TA_OBU":=delete(Key_1',Key_set_TA_OBU)

3. State=1/\ RCV(Tj1".RSUj.PKr.{TjT’}_inv(PKr)) =|> State":=2
/\ request(OBU,RSU,auth_1,Tj1)

N\ Ti':=new(

/\ SND(Ti'.PIDi1.PIDi2.RSUj.{Ti'}_inv(PKi))

/\ witness(OBU,RSU,auth_2,Ti")

5. State=2 /\ RCV({H(Tj2".Token")}_inv(PKr).Tj2' {Token'}_ MPKi) =|
> State":=3

/\ request(OBU,RSU,auth_3 Token’)
end role

(c) OBU'’s role.

role
role_RSU(TA:agent,RSU:agent,0BU:agent, PKt:public_key,MPKi:public
_key,PKi:public_key,PKr:public_key,Key_set_TA_RSU:(symmetric_key)
set,SND,RCV:channel(dy))
played_by RSU
def=

local

State:nat,QQ:text, MM:text,NN:text,A:text,Tj2,Tj1,RSUj:text,PIDil:text,
Ti:text,PIDi2:text,Token:text,H:hash_func,Key_1:symmetric_key
init
State:=0
transition
1. State=0 /\ in(Key_1",Key_set_TA_RSU)
/\ RCV{MM'.NN".QQ" A" PKt}_Key_T) =|> State":=1
/\ Key_set_TA_RSU":=delete(Key_1',Key_set_TA_RSU)

A Tjl:=new()
/\ SND(TjT".RSU;j.PKr.{Tj1'}_inv(PKr))
/\ witness(RSU,0BU,auth_1,Tj1’)

4. State=1 /\ RCV(Ti".PIDi1.PIDi2.RSUj.{Ti'}_inv(PKi)) =|> State":=2
/\ request(RSU,0BU,auth_2,Ti")
N Tj2 :=new()
/\ Token":=H(RSUj.PKr.Ti’)
/\ SND({H(Tj2".Token")}_inv(PKr).Tj2".{Token'}_MPKi)
/\ witness(RSU,0BU,auth_3 Token’)
end role

(b) RSU’s role.

role
session(TA:agent,RSU:agent,0BU:agent, PKt:public_key,MPKi:public_k
ey,PKi:public_key,PKr:public_key,Key_set_TA_RSU:(symmetric_key)
set,Key_set_TA_OBU:(symmetric_key) set)
def=

local

SND3,RCV3,SND2,RCV2,SND1,RCV1:channel(dy)
composition

role_OBU(TA,RSU,0BU, PKt,MPKi,PKi,PKr,Key_set_TA_OBU,SND3,RCV3

N
role_RSU(TA,RSU,0BU,PKt,MPKi,PKi,PKr,Key_set_TA_RSU,SND2,RCV2)
A
role_TA(TA,RSU,0BU,PKt,MPKi,PKi,PKr,Key_set_TA_RSU,Key_set_TA_O
BU,SND1,RCV1)

end role

role environment()
def=
const

pki:public_key, pkt:public_key,trust:agent,hash_0:hash_func,obu:agen
t,rsu:agent,mpki:public_key, pkr:public_key,auth_1:protocol_id,auth_2:
protocol_id,auth_3:protocol_id
intruder_knowledge = {trust,rsu,obu,pkt,mpki,pki,pkr}
composition
session(trust,rsu,obu,pkt,mpki,pki,pkr,{},{})
end role

goal
authentication_on auth_1
authentication_on auth_2
authentication_on auth_3
end goal

environment()

(d) Session, Environment, and Goal.

Fig. 5. HLPSL code reflecting the solutions.
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SUMMARY % OFMC

SAFE % Version of 2006/02/13
SUMMARY
DETAILS SAFE
BOUNDED_NUMBER_OF_SESSIONS DETAILS
TYPED_MODEL BOUNDED_NUMBER_OF_SESSIONS
PROTOCOL
PROTOCOL /horr jite/results/fixed.if
/home/span/span/testsuite/results/fixed.if GOAL
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GOAL BACKEND
As Specified OFMC
COMMENTS
BACKEND STATISTICS
CL-AtSe parseTime: 0.00s
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Translation: 0.00 seconds
Computation: 0.00 seconds
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Fig. 6. AVISPA execution results reflecting the solutions.

is a lack of validation to ensure that RSU; is the actual sender. This results
in vulnerabilities to insider attack and table leakage attack. Additionally, since
there is no mechanism to confirm that the sender is a legitimate RSU, there is
a risk that O BU; might receive a manipulated token without detecting it. As a
result, the network becomes highly susceptible to severe security threats such as
sybil attack and eclipse attack. To mitigate this risk, a procedure for OBU; to
verify RSU; is necessary. The process is as follows:

First, RSU; generates the token p, then encrypts it using OBU;’s master pub-
lic key mpub,; to produce C = encrypt(p). Next, RSU; generates a timestamp
tj2 and calculates the signature for the token as rsign; = Hq(pl||tj2) + rsek;.
Then, RSU; sends {A,C,rsign;,tj2} to OBU,.

Upon receiving the message, OBU; first verifies the freshness of the mes-
sage using the timestamp ¢;2. Then, using its master secret key msek,;, OBU;
decrypts C to obtain the token p. Afterward, to confirm that the token indeed
came from RSUj, the signature is verified using A.rsign; = A.H;(p||t;2)+rpub;.
If the signature verification is successful, O BU; can be confident that the token
it received is the latest token sent by RSU;, thus ensuring resistance against
Sybil and Eclipse attacks.

Figureb presents the HLPSL code incorporating the proposed solutions.
Solution 1 is applied in Transition 1 of the RSU, where an additional com-
ponent, {751’} inv(PKr), is included in the broadcast message. Unlike the
original protocol, this addition enables the OBU to verify that the broadcast
message was indeed generated by the RSU. Solution 2 is implemented in Tran-
sition 3 of the OBU. In contrast to the original protocol, the message sent to
the RSU now includes {T%'} inv(PKi). This modification allows the RSU to
confirm that the message was generated by the OBU. Solution 3 is applied in
Transition 4 of the RSU. Unlike the original approach, this solution utilizes a
timestamp and a token to generate the signature { H(Tj2'.Token’)} inv(PKr)
before transmission. This ensures that the OBU can verify that both the message
and the token originated from the RSU. Figure 6 presents the AVISPA simulation
results for the HLPSL code incorporating these solutions. The results confirm
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that the enhanced protocol is resistant to replay attacks and man-in-the-middle
attacks.

6 Conclusion and Future Works

This study analyzes the security of VANET, a core infrastructure in smart city
traffic systems. To evaluate the security of the lattice-based authentication pro-
tocol proposed by Nath et al., both formal analysis using AVISPA and informal
logical analysis were conducted.

The analysis revealed that the protocol is vulnerable to various security
threats, including replay attacks, impersonation attacks, and insider attacks,
due to the lack of message freshness verification and absence of user authen-
tication. In particular, through AVISPA verification, the study analyzed and
validated how these vulnerabilities could be exploited in real attack scenarios.

To address these issues, this study proposes security improvements that
strengthen message freshness verification and user authentication to ensure
secure authentication in the smart city VANET environment. AVISPA-based val-
idation confirmed that the proposed improvements effectively resolved existing
vulnerabilities and demonstrated security against major attacks. This demon-
strates the effectiveness of AVISPA verification in addressing security issues in
smart city VANET environments.

Future work will focus on optimizing the proposed authentication frame-
work for high mobility smart city environments to ensure faster and more secure
communication. Additionally, performance and security validation under vari-
ous network conditions will be conducted to develop a VANET authentication
framework that is practically applicable.
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Abstract. The aging population has led to an increasing number of
elderly individuals living alone, making it crucial to address their need
for prompt and effective emergency assistance. Older adults, often facing
physical limitations or illnesses, require reliable systems for immediate
help during life-threatening situations. To meet this need, smart devices
like emergency call systems are being developed, enhancing seniors’
safety and improving health and social care responses. Our research
explores how passive and active speech analysis on mobile devices can
support automatic emergency assistance. We show that this can be
achieved on Edge devices using tiny machine learning (ML) models for
wake-word detection, speech-to-text conversion, and intention recogni-
tion, paving the way for safer, smarter living environments for seniors.

Keywords: Internet of Things - older adults + Natural Language
Processing -+ intention recognition - speech analysis

1 Introduction

The aging society, characterized by a growing proportion of older individuals
in the population, is a global phenomenon [18]. Advances in healthcare have
improved living conditions, enabling more people to reach old age [1]. For the first
time, projections suggest that the global population over 65 could soon exceed
the number of children under 5 [26]. This trend spans all regions worldwide [18].

In 2021, 761 million people worldwide were over 65, including 155 million
aged 80 or older (Tablel). By 2050, these numbers are expected to rise to 1.6
billion and 459 million, respectively. Older individuals constituted 9% of the
global population in 2021, a figure projected to reach 16% by 2050—meaning
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Table 1. The number of older people in the global society in 2021 and 2050 [28].

Year 2021 2050

The number of people over 65 years old 761 million|1.6 billion
The number of people over 80 years old 155 million /459 million
Percentage of people over 65 years old in total population 9% 16%

one in six people will be elderly. Additionally, life expectancy for those over
65 is expected to increase from 82 years in 2021 to 84 years by 2050 in more
developed regions [28]. Older people who live alone form a social group that
requires special attention, support, and care from others due to their health and
physical conditions. It may seem natural that this care can be provided by their
relatives, such as children or grandchildren, or if they do not have any, siblings,
or people from extended family. Statistical analyses have shown that, for the
most part, even when adult children no longer live with their parents, they still
live close to their place of residence, which certainly makes it easier for them
to provide help to their parents [27]. Elderly people can also benefit from the
help of employed home caregivers. Various types of social services, helping the
elderly, charities, and self-help groups, are also being established.

Nevertheless, the above-mentioned forms of assistance are often not practiced
continuously at any time of the day or night. Therefore, devices that enable
reliably calling for help at any time are needed, especially in situations of imme-
diate life-threatening risk caused by illness or accident. These may be electronic
devices, edge Internet of Things (IoT) solutions, or smartphones that enable
remote notification of appropriate people or services about the need to provide
help. The introduction of these solutions becomes a key element in caring for
the health of seniors, providing support for their families and caregivers, and
contributing to an improvement in the quality of life within an aging society.

This paper shows how the automatic call for help (ACH) can be initialized
through passive and active voice analysis on a mobile device. Section 3 discloses
the general idea and architecture of ACH with voice analysis models. Section 4
describes the algorithm designed to perform this process, and Sect. 5 explains the
created experimental environment with the ML models used for particular phases
of ACH. In Sect. 6, we experimentally test wake-up keyword detection and voice-
to-text transcription for various noise conditions. We also verify the effectiveness
of different ML-based intention recognition models operating at edge devices
and those provided as web services. Our experiments confirm that ACH can be
efficiently performed with tiny ML models designed for smartphones.

2 Related Works

In today’s society, where caring for the elderly and disabled plays a key role,
the use of smart technologies to create devices that enable calling for help has
become indispensable. These devices are intended to ensure a quick response in
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emergency situations and provide a sense of security for both people in need
of support and their caregivers [3]. The number of devices was developed and
described in the literature. They are usually equipped with a wearable IoT device
with a set of sensors and a stationary receiver with internet connectivity. The
stationary device can be a mobile phone, like in PhystioDroid created by Banos
et al. [7], or a separate device, like in the system developed by Lersilp et al. [17].
The carried device can have a form of the wristband [17], the belt mounted at the
waist level [30], or chest level [7]. Sensors can be integrated with the wheelchair
[14] or with the user’s clothes [13]. Wearable devices contain mainly sensors
for body temperature, movements, heart rate, blood pressure and haemoglobin
oxygen saturation SpO2. Critical features are the ability of the fall detection
[16,23] and the alarm trigger, which can have a form of a large red SOS button
[2,17]. In a more advanced system, the emergency situation can be cancelled
by a voice command or confirmed by the command or lack of it, causing the
notification of relatives or medical services.

There is a group of systems relying on speech recognition technology, which
makes it easier to operate with, especially for people with lower digital tech-
nology skills, since speech is the most natural way of communicating between
people. Such systems usually consist of two main modules - Automatic Speech
Recognition (ASR) and then Natural Language Understanding (NLU) [§]. ASR
systems can recognise separate words, while more advanced NLU systems try to
understand their meaning when spoken in conjunction with other words. NLU
is still a complex task for computers [9], especially in an emergency situation,
when patients may not be able to speak clearly. Additional information can
be obtained with emotion detection [11]. The availability of high computing
power and artificial intelligence (AI) services in computing clouds has enabled
the creation of voice recognition systems in the form of voice assistants. These
are currently Apple’s Siri [6], Microsoft Cortana (2014), Amazon Alexa (2014),
and Google Assistant (2016). One of the newest achievements in this area is
the OpenAl Whisper [24]. Research shows that it can even successfully recog-
nise the speech for dysarthric patients [29]. Currently, the NLP in the cloud is
more effective than voice recognition technology built into end devices [6], but
constant development and miniaturisation of microcontrollers enable progress in
voice recognition on the Edge. In 2021, Mrozek et al. [20] also investigated ASR
approaches available in the cloud. However, their usage was highly dependent
on the availability of cloud services and stable Internet access. The current work
describes the system that moves this process to the Edge, which is essential in
situations of lack or poor Internet connection. However, we also compare the
Edge-based models with the external, cloud-based ones.

3 General Idea of Calling for Help

Our idea for calling for help in dangerous situations that may occur in seniors’
lives assumes the use of a smartphone to monitor the surrounding speech in
standby mode and wake up and react only when a monitored person (senior)



Automatic Help Summoning Through Speech Analysis on Mobile Devices 21

utters a call for help. Although not every senior may have one, smartphones are
increasingly used by this group of people. As electronic devices, today’s smart-
phones not only provide connectivity in terms of voice and data transmission but
are also powerful enough to perform sophisticated computational operations,
such as data analysis involving ML-based inference. This analysis may cover
ASR and NLU, as shown in Fig. 1. Some of these processes can also be option-
ally implemented by invoking external services. However, such a flow requires
a stable internet connection, additional GSM data transmission from a mobile
device (such as a smartphone) to these services, and the constant availability
of external services. Therefore, local, edge-based help summoning should work
more efficiently and support real-time reactions in the event of danger. This will
be verified experimentally (Sect.6). In an emergency, the smartphone calls the
caregiver or informs him of what happened. Another argument for using smart-
phones is that they can detect dangerous situations (e.g., falls) automatically
based on built-in IMU sensors. This enables the integration of various monitor-
ing approaches into a single mobile device, suitable for use in both smart home
environments and outdoors in smarter cities.

&

caregiver

SR/STR A
Other web

smartphone

senior

Fig. 1. General architecture of the senior monitoring environment with automatic help
summoning through speech analysis on a mobile device.

4 Speech Stream Processing for Help Summoning

Every day, people speak on many topics, formulating sentences consisting of
words that create a logical sequence of statements. Each statement can, therefore,
be treated as a stream of sentences and the words that compose them. Let S be
a statement stream with n sentences s spoken by a person:

S={sli=1...n,ne Nt} (1)
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Each sentence s; € S consists of a different number of words w:
§; =< W1, W,y .oy, Wiy >, (2)

where wy, wa, . .., wy, are particular words and m is a (varying) number of words
in a sentence.

Calling for help using smart devices that analyze speech consists of several
stages. The first one assumes that the intention to call for help appears after
saying a special wake-up keyword wy,.

8 =< W1, Way ooy (W] ooy Wy >, (3)

where [wy] denotes that the keyword may appear optionally in a sentence. How-
ever, once it appears as a spoken word, it starts the second and the third stages
of the analysis for the rest of the statement stream:

S = {< Wi, Wht1 -+ Wi >, Sit15- - - S }- (4)

The process is, therefore, carried out in three stages, as shown in Fig. 2. In the
idle state, the device listens for the user to say a defined keyword, monitoring the
signal from the device’s built-in microphone. For the purposes of this work, we
chose the word help. It is easily recognized, short, characterized by clear sound,
and commonly used in situations requiring urgent intervention or support. After
detecting the utterance of a keyword, the application enters the active state in
which it transcribes the words spoken by the user, transforming speech into text.

START

—> Listen to the speech S

Was a wake-up
keyword wy
detected?

Perform speech to text
transcription

4

Is there an
intention to
call for help?

Initiate defined alarm
procedures

Verify the intention in terms of
calling for help

Fig. 2. General algorithm of automatic help summoning through speech analysis on a
mobile device.

In such a form, the transcribed speech can be classified more effectively using
computer technology. Transcription continues until the user stops speaking any
more words for a defined period. The final stage covers the classification of the
user’s statements to recognize the intention to call for help. The application
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determines whether the user had actual intention to call for help or whether
his statement was accidental or unrelated to an emergency situation. The clas-
sification process relies on analyzing the content of the transcript and defining
the probability of an alarm situation occurring. If a true intention to call for
help is detected, the device is ready to initiate defined alarm procedures, e.g., to
inform the appropriate emergency services about the location and nature of the
reported event or to record this fact in a database available to the user’s care-
givers. Otherwise, the device remains idle, ready for any further sound signals.

5 Experimental Environment and Methods

To investigate the automatic call for help, we developed a mobile application
for a smartphone (Dart programming language and Flutter framework) with a
backend layer implementing the speech analysis algorithm presented in Fig. 2
and a frontend to visually observe the results of the analysis.

For keyword detection, we considered several solutions, including Pocket-
sphinx [15], Mycroft Precise, Snowboy, and Porcupine Wake Word by Picovoice,
and finally selected and tested the last one as it fitted our requirements. The
capability of detecting the wake word to stitch into active mode is particularly
valuable in voice-controlled applications and devices, offering a seamless and
efficient means of interaction [21|. The Porcupine supports multiple languages,
many target platforms, operating systems, and programming languages, which
allows building models optimized for a given device. In our case, we created an
Android model, and we trained it to detect the wake-up keyword help. Then, we
could process voice data fully locally on the device without the use of external
servers or services. This locality eliminated the impact of network delays, access
interruptions, or bandwidth limitations on the quality of voice analysis.

For the second stage of the speech analysis, i.e., speech-to-text transcription,
we considered several, mainly open-source toolkits and libraries, including Kaldi
[22], DeepSpeech engine by Mozilla [12], Pocketsphinx [15], and Vosk [4]. Based
on the comparisons of the quality and performance reported in [25], we focused
on Kaldi and Vosk and finally chose Vosk, which supports over 20 languages and
allows building small models (approx. 50MB) intended for use on smartphones
and single-board computers such as Raspberry Pi. They require relatively little
computing power and memory to operate [5].

For the fundamental stage of detecting the intention to call for help in the
user’s statements, we tested six analytical solutions. For local intent detection,
we created three different models using the TensorFlow Lite (TFLite) library.
Additionally, we created a fourth model using a light embedding approach. These
models have been optimized to operate on devices with limited resources and low
energy consumption, such as portable devices, smartphones, microcontrollers,
and embedded systems.

The first model (TF simple) is a simple sequential model acting as a classifier
composed of several layers (Fig.3a). The initial layer is the TextVectorization,
tasked with transforming the text into a sequence of token indices. The next one,
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| Input |
| TextVectorization |
| Input | | Input | | Embedding |
| TextVectorization | | TextVectorization | | Bidirectional(LSTM, 64) |
* ¢ ‘ Imput
| Embedding | | Embedding | | Bidirectional(LSTM, 32) | (messages, titles, prompts)
| GlobalAveragePooling1D | | Bidirectional(LSTM, 64) | | Dense(64, relu) | Embedding
¢ ¢ ‘ (bge-small-en-v1.5)
| Dense(16, relu) | | Dense(16, relu) | | Dropout(0.5) | l
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Fig. 3. Local inference models for intent detection: (a) simple, (b) 1-layer Bidirectional
LSTM, (c) 2-layer Bidirectional LSTM, and (d) Embed&Class.

the Embedding layer, holds a vector for each word. Upon invocation, it transforms
sequences of word indices into sequences of vectors. The GlobalAveragePooling1D
layer produces a constant-length output vector for each example by computing
the average across the sequence dimension. This approach allows the model to
manage variable-length input data in a straightforward manner, which is crucial
given the varying number of words in input statements. The constant-length
output vector is passed through a fully connected Dense neural network layer
with 16 hidden units. The final Dense layer is fully connected with a single
output node. The second model (TF I-layer Bi-LSTM, Fig. 3b) is slightly more
complicated and uses the bidirectional LSTM recurrent neural network and fixed-
length representation of text in the Embedding. The third model (TF 2-layer
Bi-LSTM, Fig.3c) differs from the second one by adding one more recurrent
bidirectional LSTM layer directly after the first existing bidirectional LSTM
layer and the Dropout layer, which helps prevent overfitting. The fourth model,
we named Embed&Class, operates in a different way. In the first, embeddings are
produced by the use of the Qdrant FastEmbed library®, a library designed for fast
embedding and which can rely on lightweight quantized language models based
on Transformers, like bge-small-en-v1.5, a small-scale English text embedding
model developed by BAAI (Beijing Academy of Artificial Intelligence). This
approach is then combined with a standard SVM classifier that operates directly
on the generated embedding vectors to detect intentions. The SVM model is
trained using a 10-fold cross-validation process. Input embedding vectors used for
learning are normalized. As parameters, the SVM uses a ridge logistic regressor
for data calibration, a polynomial kernel, and a C value of 1.

! https://github.com/qdrant /fastembed.


https://github.com/qdrant/fastembed
https://github.com/qdrant/fastembed
https://github.com/qdrant/fastembed
https://github.com/qdrant/fastembed
https://github.com/qdrant/fastembed

Automatic Help Summoning Through Speech Analysis on Mobile Devices 25

As an external tool for intent recognition and the fifth analytical solution, we
tested Azure Cognitive Services. It is a set of cloud services available in Microsoft
Azure that enable the integration of artificial intelligence and machine learning
across applications. These services offer pre-trained models for processing text,
video, and speech data, as well as services for analyzing geospatial data. The
default, pre-trained model has been tuned by us to the problem of calling for
help. Specifically, the model was tuned to assign the sentence to one of two
classes - the class of sentences containing or not the intention of calling for help.

As the last analytical approach, we also tested the external GPT-3.5 (Gen-
erative Pre-trained Transformer 3.5) service by OpenAl. It provided a stable
(at the time of system implementation) and advanced language model based on
the Transformer architecture, a neural network specifically designed to process
sequences of data, such as text.

6 Experiments

All three stages of the speech analysis were experimentally tested on Samsung
S20 with Android 13 using the implemented mobile application to assess the
feasibility of performing automated calling for help at the Edge.

6.1 Wake-Up Keyword Detection

To assess the quality of wake-up word detection, we utilized a dataset comprising
300 voice recordings in WAV format, with a sampling frequency of 16 kHz. The
dataset was balanced, comprising 150 speech recordings with the help wake-up
word among other sentences spoken, and 150 recordings without the wake-up
word. The dataset was created based on sentences from the Kaggle Medical
Speech, Transcription, and Intent dataset [19] with audio statements related
to typical medical symptoms along with their transcriptions. Since this dataset
does not contain any sentences with the wake-up word, based on its content, we
recorded 300 statements with ten 60+ volunteers speaking 30 selected sentences
that contained or did not contain the wake-up word from a distance of 40 cm.

The detection process was treated as a two-class classification problem, where
the output of the detector was a logical value indicating whether it recognized the
keyword in the recording or not. Based on the obtained confusion matrix, where
a True Positive was a correctly detected recording with the wake-up word, while
the True Negative was a correctly detected recording without a wake-up word,
we calculated the values of performance metrics, including accuracy, precision,
recall, and F1-score (Table 2). The research was carried out on original recordings
and the recordings with white noise added. The maximum amplitude of the
recording was assumed as the default value for the maximum noise amplitude.
We also tested the recordings with added noise of the amplitudes reduced by 20,
40, and 60 dB compared to the default value.

As can be observed, the accuracy of detecting the wake-up word was the
highest for the original sound and is as high as 98%. As white noise is added,
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Table 2. Performance of the wake-up word detection

Accuracy|Precision Recall|F1-score
Original sound 0.980 0.993 0.967 |0.980

With white noise (—60 dB)(0.963 1.000 0.927 |0.962
With white noise (—40 dB)(0.943 1.000 0.887 0.940
With white noise (—20 dB)|0.827 1.000 0.653 |0.790
With white noise (—0 dB) |0.500 N/A 0.000 N/A

the accuracy decreases, but for noise with an amplitude reduced by 60 and
40 dB, the detector still achieves satisfactory results above 94%. Adding noise
with an amplitude reduced by 20 dB causes a significant deterioration of the
model’s accuracy, which drops to 82.7%. The effect of adding noise with the
default amplitude is the complete cessation of detection of the wake-up word,
as evidenced by an accuracy value of 50% combined with a sensitivity (recall)
of zero. Precision values of 1 in most analyzed cases suggest that the model is
never triggered by phrases not containing the help word. The exception is only
one case for the original sound, which contributed to the precision value in this
case being 0.993. However, this is still a very high value. The key metric in the
context of the considered application of the detector is sensitivity (recall). It tells
us what proportion of real distress calls were correctly detected. For the original
sound, the value of this metric reached 0.967. This is a satisfactory result. The
sensitivity for recordings with added noise is slightly worse. However, for a noise
amplitude reduced by 60 dB, the model still achieves a value exceeding 90%. As
the amplitude of the added noise increases, the sensitivity value decreases, and
for noise with an amplitude reduced by 20 dB, the software detects only about
two-thirds of the distress calls. Adding noise at the default high amplitude means
that the wake-up word is not detected in any of the test recordings, as evidenced
by a sensitivity value of zero. The values of the F1-score, which is the harmonic
mean of precision and sensitivity, also show similar behavior and decrease as
the amplitude of the added noise increases. However, it is worth noting that the
noise values corresponding to the two highest considered amplitudes are rarely
encountered in real-life conditions.

6.2 Transcription of the Speech

To examine the accuracy of the transcriptions of the statements, we used pre-
pared recordings and reference data in the form of transcriptions of the spoken
sentences. The research was carried out on 1,200 recordings, which included 30
statements for each of the two classes - statements with the intention to call for
help and neutral statements, recorded twice by 10 people. The statements with
the intention to call for help or containing descriptions of medical symptoms
along with their transcription were taken from the KAGGLE Medical Speech,
Transcription, and Intent dataset [19]. The neutral sentences were taken from
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the KAGGLE TED Talks Transcripts for NLP dataset containing transcripts of
talks given on various topics at TED scientific conferences [10]. The recordings
were provided as input to the Vosk model, which produced their transcriptions.
Transcriptions from the Vosk model were compared to reference transcripts
to determine their accuracy. For this purpose, we used the following quality
measures:

— Word Error Rate (WER) - the ratio of the total number of word errors
(substitutions S, deletions D, or insertions I) to the number of words N in
the reference transcription:

S+D+1
WER = N , (5)
— Sentence Error Rate (SER) - the percentage of transcripts containing at least
one incorrect word:
F

SER = iR (6)
where S is the number of words replaced with other words relative to the refer-
ence transcription, D is the number of words omitted (deleted) relative to the
reference transcription, I is the number of words inserted additionally to the
reference transcription, NV is the total number of words in the reference tran-
scription, F' is the number of transcriptions containing at least one incorrect
word, M is the total number of transcriptions. Particular ratios of S/N, D/N,

and I/N in our experiments are presented in Table 3.

When assessing the transcription quality, we did not consider capitalization
and punctuation. Each transcription was changed to all lowercase letters, and
punctuation was removed completely. Similarly to the wake-up word detection,
experiments were performed on original recordings and recordings with added
white noise. By default, the maximum amplitude of the noise was assumed to
be equal to the maximum amplitude of the original recording. Additionally, we
analyzed the recordings with additional noise, whose amplitudes were reduced
by 20, 40, and 60 decibels compared to the default value.

For original sound, the speech-to-text transcription with the Vosk model
achieved very good results (Table 4). The mean value of the WER error is 9.228%,
and the standard deviation is 13.635%. Noteworthy is the median value of zero.
This proves that a large group of recordings was transcribed flawlessly. Taking
into account the specificity of the WER metric and its lowest possible value
equal to zero, at least half of all recordings belong to this group.

As the amplitude of noise added to recordings changes, the ratios of substitu-
tions, deletions, and insertions to the total words in the reference transcription
also change. Higher noise amplitude increases deletions and substitutions (except
at maximum amplitude) while reducing insertions (Table 3). Substitutions and
deletions had the most significant impact on the W ER metric. For original
recordings and those with —60 dB noise, substitutions contributed about 0.06 to
the ratio, with deletions three to four times lower. In contrast, for noise levels at
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Table 3. The ratio of the number of substitutions .S, deletions D and insertions I to
the number of all words in the reference transcript (u - mean, o - standard deviation)

S D I
I o I o I o
Original sound 0.063 | 0.107 | 0.016 | 0.044 | 0.012 | 0.046
With the white noise (—60 dB) | 0.064 | 0.105 | 0.019 | 0.051 | 0.012 | 0.042
With the white noise (—40 dB) | 0.079|0.129 | 0.094 | 0.244 | 0.010 | 0.036
With the white noise (—20 dB) | 0.207 | 0.191 | 0.293 | 0.330 | 0.007 | 0.035
With the white noise (—0 dB) |0.119|0.077 |0.879 | 0.077 | 0.000 | 0.000

—~| |~ |~

Table 4. WER values for the speech-to-text transcription

WER
Mean (%) | Standard deviation (%) | Median (%)
Original sound 9.228 13.635 0,000
With white noise (—60 dB) 9.520 13.236 0.000
With white noise (—40 dB) | 18.368 27.102 9.100
With white noise (—20 dB)| 50.737 33.952 50.000
With white noise (—0 dB) 99.907 0.737 100.000

—40, —20, and 0 dB, deletions had a greater influence. Substitution ratios ranged
from 0.079 to 0.207, while deletion ratios spanned 0.094 to 0.879. Insertions had
minimal impact on W ER, regardless of noise level. The average insertion ratio
was a maximum of 0.012, indicating the model rarely added unnecessary words
to the transcription.

The SER error value increased with higher noise amplitude (Table5). For
original recordings, the SER was 7.917%, meaning 1,105 out of 1,200 recordings
were transcribed correctly. Low-amplitude noise had little impact on results, with
significant discrepancies only at noise levels of —40 dB or higher. Even with SER
below 20%, these transcriptions can still aid in detecting intent to call for help
when better-quality recordings are unavailable. However, the highest noise levels
(=0 dB and —20 dB) produced the worst results, making transcriptions under
these conditions unsuitable for emergency call procedures.

6.3 Detecting Intentions to Call for Help

For intention detection, we used the same transcription set as the previous
experiment, dividing it 80:20 into balanced training and test sets with utter-
ances expressing or not expressing the intent to call for help. Several models
were trained and tested, including TF Simple, TF 1-layer Bi-LSTM, TF 2-
layer Bi-LSTM, Embed&Class, Azure Cognitive Services, and GPT 3.5. The
Embed&Class model uses three different kinds of input leading to three vari-



Automatic Help Summoning Through Speech Analysis on Mobile Devices 29

Table 5. SER values for the speech-to-text transcription (M = 1200)

The number of transcripts SER (%)
containing at least one incorrect word F
Original sound 95 7.917
With white noise (—60 dB) 99 8.250
With white noise (—40 dB) 230 19.167
With white noise (—20 dB) 788 65.667
With white noise (—0 dB) 1200 100.000

ations, standard rough sentences (Embed&Class), rough sentences with meta-
data like message titles, if available (Embed&Class-T), or messages titles and
intention prompts, if available (Embed&Class-TP). The task was treated as a
two-class classification, where models identified whether a statement indicated
the intent to call for help. Test set utterances were classified by the models, and
results were compared with reference data to build confusion matrices and cal-
culate metrics, including accuracy, precision, sensitivity, and F1l-score. We also
measured the classification times for each model (see Table6).

Table 6. Classification performance and time while detecting the intention to call for
help (u7 - mean execution time, or - standard deviation)

Accuracy | Precision | Sensitivity | Fl-score | pr (s) | o (s)
TF simple 0.900 0.910 0.887 0.899 | 0.038 | 0.012
TF 1-layer Bi-LSTM 0.887 0.869 0.912 0.890 | 0.044 | 0.003
TF 2-layer Bi-LSTM 0.894 0.889 0.900 0.894 | 0.042 | 0.005
Embed&Class 0,997 0,997 0.995 0,997 | 0.030 | 0.004
Embed&Class-T 0,998 0,998 0.997 0,998 | 0.031 | 0.004
Embed&Class-TP 1.000 1.000 1.000 1.000 | 0.032 | 0.004
Azure Cognitive Services | 0.981 0.975 0.988 0.981 | 0.207 | 0.038
GPT 3.5 0.881 0.867 0.900 0.883 | 0.795 | 0.219

The accuracy of local TensorFlow models working on the edge device did not
exceed 90%. Among them, the TF simple model had the highest precision, mak-
ing it the most effective at identifying emergency calls, though it detected about
1 in eleven calls incorrectly. The I-layer Bi-LSTM model achieved the highest
sensitivity, but cases of missed emergency calls remain. Differences in F1-scores
among these models were minimal. GPT 3.5 performed the worst among remote
models, with an accuracy of 88.1% and the lowest precision and Fl-score. In
contrast, Azure Cognitive Services delivered better results, with a 98.1% accu-
racy. However, the best results are obtained by the local Embed&Class models
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that outperform all models, even remote prompt-based ones, with a minimum
of 99.7% accuracy. Although simpler than the local TensorFlow models, these
models even reaches 100% accuracy whenever additional metadata are used for
learning (Embed&Class-TP).

Inference times for statement classification were shortest with TensorFlow
and Embed&Class models running locally on the edge device, averaging 30-44
milliseconds, enabling near-instant detection of help intent. Remotely invoked
models were slower due to communication delays. GPT 3.5 had the worst per-
formance, averaging nearly 800 milliseconds, with some cases taking up to 2,334
milliseconds—about 20 times slower than local models. Azure Cognitive Services
performed better, with an average classification time of 207 milliseconds, a rea-
sonable result for a cloud-based solution requiring internet access. While both
remote services are acceptable for this application, their differing speeds may
affect user experience.

7 Discussion and Concluding Remarks

Our experiments demonstrated that we can successfully perform automatic help
calls through speech and text data analysis at the Edge. An interesting find-
ing from these experiments is that lightweight AT/ML models running on Edge
devices may outperform remote prompt-based models for this specific task,
whilst working locally on smartphones. This not only accelerates the initiation of
help requests or caregiver alerts while challenging previous results, such as those
presented in [20], which suggested that cloud-based services often offer better
accuracy, but also highlights how these services can be hindered by limited or
delayed internet connectivity.

The rapid evolution of language models, including their lighter versions, is
significantly transforming this landscape, notably enhancing the efficiency and
accuracy of local approaches. These advancements ensure continuous, unobtru-
sive, and discreet monitoring of seniors, enhancing their sense of security without
infringing on their independence. In fact, local solutions may even strengthen
their autonomy by reducing the reliance on remote systems. Regardless of the
approach used—whether local Edge-based, remote cloud-based, or hybrid—all
of them contribute to enhancing the lives of older adults by making smart tech-
nologies accessible across generations and promoting their inclusion in modern
society.
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Abstract. Despite the critical role played by power grids in smart cities,
traditional systems often detect issues too late leading to costly outages
and safety risks. This paper presents a novel approach by leveraging
graph-based digital twins created with the help of Microsoft Azure IoT
TwinMaker to enable an always-on view of real-time power grids. For
one to derive a virtual model of this grid that reflects what happens
in its counterpart in the physical plane, digital twins have this applica-
tion. Simulation of the grid’s behavior helps reveal existing problems to
operators without affecting the infrastructure. The system incorporates
advanced machine learning techniques, including a genetic algorithm,
which can predict failures in advance by taking realtime and previously
recorded data from the digital twin. This approach is proactive, thereby
preventing disruptions and operational risks. It ensures scalability and
efficient processing of large datasets when running machine learning mod-
els in the cloud on Microsoft Azure, thus adapting the system to the
complex needs of modern power grids in smart cities. Using machine
learning in the digital twin rather than in the physical grid minimizes
real-world testing and avoids unanticipated downtime, thereby saving
costs. This approach not only enhances the accuracy of fault detection
but also improves the lasting ability and steadiness of the grid. The solu-
tion aims to support the rising energy demands of smart cities by offering
a scalable, cost-effective, and reliable way of managing power grids.

Keywords: Digital Twin + Smart Cities + Fault Detection - Power
Grid Stability - Graph Digital Twin - TPOT - Machine Learning -
Azure IoT TwinMaker

1 Introduction

The increasing complexity and strong demand for a stable power supply in smart
cities call for innovative approaches to the management of grids. This project
aimed at addressing these issues in light of using digital twin technology, specifi-
cally in graph-based digital twins, to generate real-time dynamic models for key
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components of the power grid. A graph-based digital twin mirrors the very intri-
cate interconnections associated with the grid and could potentially be utilized
to gain further insights into its operations [1].

A key feature of this project is the graph-based representation of various com-
ponents of the power grid, which means intuitive modeling can be represented
if there are relationships amongst various parts of the grid. Hence, it should
be possible to create mappings of interaction between the interactions between
the generators and critical nodes with transformers when considering the com-
plexity of mapping it into a graph-based model of a digital twin for the power
grid [2]. This approach gives a better insight into the behavior of the grid, thus
fast detection of faults, downtime, and inefficiencies. Additionally, with graph
theory, algorithms are developed to detect anomalies and faults, thus improving
the stability and resilience of the grid.

The rich dataset feeds into the digital twin, which allows the machine learning
models to make predictions based on the analyzed patterns [3].

At the heart of our predictive capabilities lies the use of machine learning
algorithms specifically, a genetic algorithm, to predict potential faults [4]. Such
algorithms analyze the collected data and ensure optimized functioning of the
grid by detecting weaknesses before they develop into large failures.

The scope of this project extends beyond the mere detection of faults. Our
system is built to make power grids more interoperable in smart cities, compat-
ible with the existing infrastructure of a smart city [5]. That is, our solution can
be integrated with other digital systems in the city, such as transportation, com-
munication, and water supply networks, making the urban environment more
connected and efficient. Such an approach would, therefore, be crucial in offer-
ing solutions to the existing particular challenges in smart cities, where different
systems must be interconnected and function in harmony with each other seam-
lessly.

The rest of this paper is organized as follows: Sect.2 covers related work
and technologies. Section 3 presents the system architecture and methodology.
Section4 discusses the machine learning techniques used. Section5 provides
experimental results and analysis. Finally, Sect.6 concludes the paper with a
summary and future directions.

2 Related Work
2.1 Power Grid Monitoring Systems

Continuous and stable operation of electric networks calls for power grid mon-
itoring systems. It enables the operators to monitor the actual performance of
the grid, detect anomalies, and take corrective actions to avoid or minimize out-
ages. In modern power grids where the coalition of renewable sources of energy,
electric vehicles, and smart technologies has increased the complexity, effective
monitoring systems are in demand. While the approaches used in monitoring
traditional power grids have been perfected with time, they are limited and pre-
vent them from effectively preventing failures and interruptions [6]. Traditional
approaches followed along with their limitations are as follows.
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Supervisory Control and Data Acquisition (SCADA) Systems. The
most common technology applied in power grid monitoring is the Supervisory
Control and Data Acquisition (SCADA) system. Supervisory Control and Data
Acquisition systems are centralized networks that collect data from sensors dis-
persed throughout the grid and give real-time information to operators. These
systems monitor a range of parameters, such as voltage levels, current flow,
and equipment status, and help operators manage grid operations. However,
the SCADA system often requires operator intervention to make decisions and
tends to respond rather than predict. Above all, SCADA systems do not have a
robust predictive ability, which in turn reduces its capability to find slight signs
of potential failure before time, which sadly is absent in SCADA systems [7].
Limitations:

— The primary focus of SCADA systems is monitoring real-time conditions and
typically do not analyze historical data or simulate future scenarios, which
would reduce their ability to provide predictive insights.

— Some of the known vulnerabilities of centralised SCADA architecture include
the problem of single points of failure, and may not be competent enough to
handle modern distributed energy resources (DERs).

— SCADA systems are often dependent on human interpretation of the data
they provide, which inevitably leads to delays in taking corrective actions
and potential missed opportunities for proactive maintenance.

Phasor Measurement Units (PMUs). Phasor-Measurement Units (PMUs)

are the time-synchronized measurements of electrical waves all over the power

grid. It provides very accurate monitoring of the stability of the grid. The PMUs

detect the disturbances that are in the grid, identify the weak points, and deter-

mine the overall performance of the grid. PMUs give real-time data but they do

not predict failures for the future based on the pattern that has occurred [8].
Limitations:

— The high expenses associated with PMU installation limit their deployment,
particularly in older or underfunded infrastructures.

— Despite the accuracy of PMUs in detecting disturbances, they do not offer
predictive insights and therefore cannot prevent issues before they occur.

— The large volume of data generated by PMUs can overwhelm traditional data
processing systems, resulting in inefficiencies in extracting actionable insights.

Periodic Manual Inspections and Maintenance. Another traditional
method of monitoring power grids is through periodic manual inspection and
maintenance. Utility companies schedule routine inspections of major grid com-
ponents, such as transformers, transmission lines, and substations. Field tech-
nicians evaluate the condition of these components and make necessary repairs.
This method can identify any visible wear or damage but is time-consuming,
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labor-intensive, and prone to human error. Furthermore, the use of scheduled
maintenance increases the chances of missing issues that develop between inspec-
tion periods [9].

Limitations:

— Manual inspections require significant time, labor, and financial resources.

— The infrequency of inspections could indicate that early signs of equipment
deterioration can be missed, resulting in unforeseen failures.

— Human error during inspections could potentially lead to inaccurate assess-
ments and increased operational risks.

Event-Driven Fault Detection. Traditional power grids rely on event-driven
fault detection systems, which detect alarms and initiate protective actions in
the event of certain occurrences, like short circuits or overloads. Such systems use
protective relays and circuit breakers to get to a faulty component by detecting
anomalies. However, an event-driven system can only react after an event has
happened and cannot prevent a disruption from happening. While these help
reduce the impact of faults, they do not offer predictive capabilities or early
warnings [10].
Limitations:

— These systems can only react to predefined thresholds or conditions, which
could potentially result in overlooking early-stage issues and not triggering
immediate alarms.

— Relying on event-driven systems can often result in prolonged downtime since
operators work to restore grid operations after a fault has occurred.

2.2 Digital-Twin Technology in Smart-Cities

Digital-twin technology, that is based on virtual representations of physical assets
and systems, is considered a transformational solution for managing complex
urban environments [11]. The integration of digital twins within smart cities
further improves infrastructure by providing real-time monitoring, simulation,
and optimization.

Existing Implementations of Digital Twins. Digital twins technology has
been implemented with success in various smart city initiatives around the world
in different infrastructure sectors [12]. Singapore and Dubai, for example, use
digital twins to manage their urban planning and development. The Virtual Sin-
gapore project utilizes a detailed digital twin of the city to propagate urbanised
planning, optimize resource allocation, and enhance public safety.

In the same vein, cities like Helsinki have utilized digital twins to enhance
public transportation. The concept of developing real-time models of transport
networks assists planners in analyzing traffic patterns and optimizing routes and
service delivery [13].
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Applications of Digital-Twins in Power Systems. Digital-twins in the
power system are mainly advantageous in providing an improved monitoring
and predictive maintenance approach and also enhancing the decision-making
process [14].It is thus possible to respond more rapidly to abnormal conditions,
hence decreasing the likelihood of an outage.

Application of digital-twins in power systems also extended towards predic-
tive maintenance. Utilities can identify patterns of potential equipment failures
through analysis of data from digital twins. This helps reduce unplanned down-
time, prolong asset life, and save on maintenance costs. Through digital twins,
the planning and optimization of energy resources can be properly improved.
Utilities can plot different scenarios or conditions.This capability results in bet-
ter decision-making regarding the resources that should be allocated.

Digital twin technology is, therefore, a key component in developing smart
cities, offering innovative methods in urban infrastructure management [15],thus
promising to transform the very way utilities operate in order to assure a more
resilient and efficient energy grid.

2.3 Machine-Learning for Fault Detection

The integration of Machine-Learning (ML) techniques into power grid systems
has significantly advanced the field of fault detection. Machine learning algo-
rithms, based on vast amounts of operational data, can detect patterns and
anomalies that may signify potential faults in grid infrastructure. Traditional
fault detection methods, often based on threshold-based approaches, lack the
adaptability and predictive power of machine learning [16]. Utilities are there-
fore looking at a myriad of machine learning approaches for the improvement of
fault detection.

Previous Approaches Using Machine Learning in Grid Systems. There
are previous studies that have demonstrated the use of machine-learning for
fault-detection in power systems [17]. Most popularly, supervised learning algo-
rithms, including support-vector machines (SVM), decision trees, and random
forests, are utilized. All these algorithms are trained from historical fault data to
identify different types of anomalies that may lead to failures. For instance, [18]
used random forests to analyze outage history data, and they received better
accuracy in detecting faults than traditional methods. Similarly, deep models
like neural networks have been used on power grid data to model intricate rela-
tionships present within the data for better fault detection related to equipment
degradation.

Another approach is through unsupervised learning methods, namely, cluster-
ing algorithms and anomaly detection methods. Such methods do not necessarily
make use of labeled data, hence particularly useful in identifying faults that are
previously unseen [19].

Despite such promising results, these approaches have several challenges.
Among them are data quality and data quantity, model-interpretability, and



38 A. Mendhiratta et al.

the ability of machine learning systems to interface with existing infrastructure
for fault detection in power grids.

Genetic Algorithms and Their Role in Optimization and Prediction.
Genetic algorithms (GAs) are a strong optimization technique that has its inspi-
ration in the principles of natural selection. In machine learning for fault detec-
tion, GAs can be applied for optimizing the parameters of the model, feature
selection, and the overall architecture of the predictive models. The natural ten-
dency of GAs to efficiently explore an extensive search space makes them highly
suited to identifying optimal configurations in complex systems.

Genetic algorithms also serve another role in power systems: the optimization
of machine learning models.For example, one possible application of GAs is to
seek the best hyperparameters for machine learning models that would result in
better predictive accuracy and robustness when performing fault detection tasks
[20]. The hybrid GAs combined with machine learning improve the rate of fault
detection as well as model efficiency to significant extents.

GAs may also be useful in determining which of the features are most con-
tributing in predicting faults, thereby making significant power systems informa-
tion about overwhelming volumes of data that might be produced [21]. Hence,
the complexity of the model is reduced because it is based on a smaller number
of more important features.

3 Methodology
3.1 Dataset

This study uses electrical grid stability simulated data to improve the proposed
model’s robustness in real-time fault detection and stability assessment within
power grid systems. The dataset is specifically designed for the local stability
analysis of a 4-node star system and contains over 60,000 labeled instances,
representing a wide variety of grid conditions. It is multivariate, complete (no
missing values), and serves as a crucial foundation for training and evaluating
learning algorithms in predicting grid steadiness [22].

The variables included in the dataset offer valuable insights into the behavior
of grid participants and their responses under varying conditions. Key columns
include:

— Reaction Times (11,72,73,74): Represent the reaction times of the four
participants in response to fluctuating electricity prices. These are critical in
understanding how the system might respond to disturbances that influence
overall stability.

— Mechanical Power (p;, p2, p3, p4): Indicate the mechanical power generated
(positive) or absorbed (negative) by each participant. Power dynamics play
a vital role in maintaining a balanced and stable grid.
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— Price Elasticity Coefficients (g1, g2, 93, g4): Represent the price elasticity
of each participant, helping estimate how responsive they are to price fluctu-
ations and how that affects grid stability.

— Stability Indicator (stab): A numerical value measuring grid stability, with
negative values indicating stable states and positive values indicating insta-
bility. This is the primary prediction target.

— Categorical Stability Status (stabf): Derived from the stab column, this
categorical label classifies grid states as either “stable” or “unstable,” aiding
in classification tasks and model evaluation.

The dataset was generated using the methodology outlined in “Taming Insta-
bilities in Power Grid Networks by Decentralized Control” (Benjamin Schafer,
Carsten Garbow), which emphasizes decentralized control strategies to mitigate
instabilities in power grid systems. This makes it highly aligned with our focus
on digital twin-driven analysis and control.

Despite its usefulness, the dataset is simulated and represents an idealized
version of a power grid, limited to a simplified 4-node star topology. This abstrac-
tion, while beneficial for initial algorithm development and theoretical analysis,
does not fully capture the complexities, noise, and unpredictability of real-world
power grid data. Real-world systems often involve higher node counts, nonlinear
behaviors, communication delays, and missing or corrupted sensor data. These
challenges can significantly affect model performance and generalizability. There-
fore, while this dataset provides a strong baseline for experimentation and vali-
dation, future work must incorporate real-time, real-world datasets—potentially
sourced from smart grid testbeds or utility partners—to ensure scalability, reli-
ability, and practical applicability of the proposed digital twin approach.

This dataset will be used in model training to simulate a variety of scenarios
and assess the impact of various parameters on grid stability. The large volume of
labeled data enables the development of robust machine learning models, which
can later be validated against real-time data generated by the digital twin of the
power grid. This two-step approach helps bridge the gap between simulation and
practical deployment, enhancing predictive accuracy and operational resilience
for smarter, more stable grid infrastructure.

3.2 Digital-Twin Model

The digital-twin concept to be implemented for our power grid system is through
the platform Azure Digital Twins. It is the platform from which holistic digi-
tal representations of physical environments can be created. The methodology,
therefore, makes use of both the control plane and the data plane APIs to effi-
ciently manage all the resources, models, and relationships in the Azure ecosys-
tem.

Control Plane. The control plane contains the resource manager APIs, which
are employed to manage all the Azure resources that are associated with Azure
Digital Twins. It includes those functionalities concerned with creating and delet-
ing full instances of digital twins. It is also concerned with managing endpoints.
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Data Plane. In contrast, it is the control plane that focuses on API requests
related to operations on models, digital twins, relationships, and event routes
within the Azure Digital Twins instance itself. The key components for the data
plane are:

— Event Routes: Event routes are significant in the flow of digital twin data
through the Azure Digital Twins graph and to endpoints to forward the data
to downstream services for further processing.

— Jobs: The data plane supports the management of long-running jobs.

— Models: Custom definitions describe specific entities in an environment, such
as generators, sensors, and consumers, and each type of entity has a corre-
sponding model.

— Query: Querying capabilities will allow users to query the Azure Digital
Twins graph regarding properties, models, and relationships.

— Twins: Finally, there are requests for managing the digital twins. These
requests denote instances of a model reflecting specific entities within the
environment. For example, in a single model of the Generator, multiple dig-
ital twins can be there, namely, Generator A, Generator B, and Generator

C.

This design we would implement using the Azure Digital Twins Command
Line Interface (CLI) to manage user roles. For example, we add a role assignment
for a “SAZURE USER” user assigned to the “Azure Digital Twins Data Owner”
role in the instance of the “powergrid” Digital Twin of the resource group “azure-
digital-twins-training”. This would be the role assignment that would ensure that
the users, once assigned, are enabled with the right permissions to do most things
within the digital twin environment. Also, User Access Control (UAC) settings
on this storage account are enforced to limit access to only twin owners; they
can read and write, upload, or execute data in the account.

By integrating all these components and methodologies into our digital twin
system, it should become a powerful tool for realtime monitoring and speculative
analysis of the power-grid.

3.3 Machine Learning Workflow

Our workflow is to make our model robust, scalable, and optimized for use in
real-time applications. This process involves several very crucial stages: data
preprocessing, feature extraction, model training, and finally, the deployment on
Microsoft Azure.

Model Training and Deployment on Microsoft Azure. We used an
AutoML framework called TPOT (Tree-based Pipeline Optimization Tool) that
aims at designing machine learning pipelines in a rather automatic way, through
automated optimization. TPOT will discover the best-performing pipeline by
searching over numerous configurations of models, preprocessing steps, and
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hyperparameters without much need for a human (Fig.1). GAs encode possi-
ble solutions as chromosomes and iteratively evolve those solutions to maximize
a predefined fitness function.

The TPOT optimization process involves several key parameters:

— Generations: We set the number of generations to 5, meaning TPOT itera-
tively improves the population of pipelines over five cycles and enhances their
performance at each stage.

— Population Size: In each generation, it evaluates a diverse set of 20
pipelines. That means that during optimization, there is a large variety of
models considered.

— Cross-Validation (cv=5): TPOT uses 5-fold cross-validation for evalua-
tion, which ensures consistency and reliability in the performance of pipelines
over different subsets of the training data.

Automated by TPOT

Feature Selection

Feature Preprocessing ]—{ Model Selection ]—{ Parameter Optimization
Feature Construction }7

Fig. 1. Model Architecture.

Raw Data

Cloud-Based Processing and Scaling. We then deploy the optimal model
on Microsoft Azure, where the power of cloud-based processing and scaling can
be unleashed. The Azure platform offers necessary resources for handling large
amounts of data and real-time computations, which is indispensable for our
application’s necessities. Utilizing Azure’s robust infrastructure ensures that the
model can work efficiently regardless of the loads and varying conditions, thereby
ensuring fault detection in the power grid system in a timely and proactive
manner.

Figure 2 shows a fully realized project of a complete Digital Twin solution
that will build and deploy on the asset site. Data collection, preprocessing, fea-
ture engineering, model training, and real-time fault detection are incorporated
within the architecture. Deployed on the Azure cloud platform, integration to
multiple assets and systems in real-time, provides this capability for predictive
maintenance.
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Fig. 2. High Level Workflow.

4 Results and Discussion
4.1 Benefits of Graph Digital-Twin in Smart-Cities

Implementing a graph digital-twin for the smart power grid system introduces a
more advanced approach to monitoring and managing city-wide infrastructure.
This setup is crucial for managing the complexity of urban energy systems and
supports the integration of the power grid with other smart city infrastructures,
such as transportation and emergency response systems.

Graph digital twins enhance resilience by offering a real-time understanding
of the relationships between different components in the power grid. In the event
of a fault, the graph structure enables the system to quickly identify impacted
nodes and reroute power, maintaining supply to critical services. Additionally,
by simulating various fault conditions, operators can proactively strengthen the
network’s resilience. The digital twin approach thus enables a shift from reactive
to proactive grid management, helping to prevent issues before they escalate.

Figure 3 illustrates the final graph digital twin of a smart power grid system.
Each node in the graph represents a specific component of the power grid, includ-
ing city plants, delivery substations, domestic consumers, farm consumers, indus-
trial consumers, and various energy sources like industrial plants, solar plants,
and wind plants. The edges between the nodes indicate power lines that connect
these components, showing the flow of electricity across the system. This visual
setup helps monitor and manage the interactions between different elements of
the power grid, enhancing stability and efficiency.

4.2 Fault Detection Performance

The fault detection capabilities of our model, optimized using TPOT, were eval-
uated with several key metrics, which include among others precision, recall,
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Fig. 3. Graph Digital Twin of Smart Power Grid implemented on Microsoft Azure.

Fl-score, and accuracy. These metrics help predict the model’s performance
in accurately detecting faults within the power grid. The model achieved high
precision, ensuring that instances identified as faulty are indeed faulty, thus min-
imizing false positives. High recall values demonstrate the model’s effectiveness
in identifying nearly all actual faults, ensuring that potential issues are caught
before escalation.

The F1-score produces a balanced metric, integrating precision and recall to
reflect the model’s robustness across different fault scenarios. A high Fl-score
confirms that the model performs consistently well, even in complex situations.
Additionally, the model attained an overall accuracy of 98.6%, indicating its high
reliability in classifying instances within the dataset accurately. When compared
to baseline models, this optimized approach demonstrated significant improve-
ments in fault detection accuracy, supporting the utility of graph digital twins
combined with advanced machine learning techniques for effective fault manage-
ment in smart power grids.

The confusion-matrix displayed in Fig.4 provides an in-depth evaluation of
the model’s fault detection performance, illustrating how well the model classifies
stable and unstable states within the power grid system. Here’s a breakdown of
the matrix components:

1. True Positives (TP): There are 1,260 instances in the bottom-right cell
where the model correctly identified faults (labeled as “1”) when they actu-
ally occurred. This reflects the model’s ability to detect faulty conditions
accurately.

2. True Negatives (TIN): The top-left cell shows 1,257 instances where the
model accurately classified the stable state (labeled as “0”). These are cases
where no faults occurred, and the model correctly identified them as such.
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Fig. 4. Confusion Matrix of TPOT Model.

3. False Positives (FP): In the top-right cell, there are 13 instances where the
model incorrectly classified a stable condition as a fault. This represents the
cases where the model generated a false alarm, identifying a fault when there
was none.

4. False Negatives (FIN): The bottom-left cell shows 22 instances where the
model failed to detect an actual fault, misclassifying it as a stable condition.
These instances represent missed fault detections, which could potentially
impact grid stability if faults go undetected.

The low false positive rate suggests minimal disruption from unnecessary
alarms, while the low false negative rate indicates reliability in capturing most
actual faults, supporting the model’s application in real-time fault detection and
grid stability enhancement.

TPOT Performance Analysis. As evidenced by the classifier performance
summary in Fig.5, TPOT demonstrates superior performance among all eval-
uated classifiers. With a baseline accuracy of 98.3% and a tuned accuracy of
98.6%, TPOT achieved the highest performance metrics in the comparative
analysis. The 0.3% improvement through optimization, while modest, represents
significant enhancement given the already exceptional baseline performance. In
comparison, other classical machine learning approaches showed lower perfor-
mance levels: Support Vector Classifier achieved 97.3% after tuning with a 0.6%
improvement, Gradient Boosting Classifier reached 95.5% with a 1.5% improve-
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ment, Random Forest Classifier attained 92.4% with a 0.4% increase, and K-
Nearest Neighbors Classifier achieved 90.4% with a 1.2% improvement. The
substantial performance gap between TPOT and simpler models like Logistic
Regression, which achieved 81.5% accuracy, underscores TPOT’s effectiveness
in automated machine learning optimization. TPOT’s superior performance can
be attributed to its automated pipeline optimization capabilities, which include
comprehensive feature preprocessing, model selection, and hyperparameter tun-
ing. The high baseline accuracy demonstrates TPOT’s capability to establish
strong initial configurations without extensive manual tuning, making it partic-
ularly suitable for immediate deployment in fault detection systems.All the pre-
ceding classical classifier performance were computed on the same azure instance
as the GA algorithm for comparable results.
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Fig. 5. Estimator Performance Comparison.

5 Conclusion and Future Work

We propose a new approach in this research for the improvement of fault detec-
tion and stability of power grids by graph digital twins and advanced machine
learning techniques. A full-scale digital twin of the power grid was developed
with the use of Microsoft Azure IoT TwinMaker to enable real-time monitor-
ing and predictive analysis. Substantive accuracy improvements in the detec-
tion of faults were also derived through the deployment of the classifier models
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optimized using TPOT and cloud-based processing. These improvements can
facilitate the enhancement of the reliability as well as efficiency of a power grid
system. Such research, therefore, serves as a basis for identifying and establishing
the potential benefits and application areas of using a combination of digital-
twin technology with machine-learning in a smart city context for the proper
handling of challenges in its management of power infrastructure.

More lines of future work open up in the subsequent avenues. More and more
components of the smart grid can be integrated into the digital twin model. In
particular, renewable energy sources and storage systems might be included to
give a holistic view of the dynamics of the grid. Future research can focus on the
inclusion of realtime data feeds from IoT devices that might eventually enhance
the response capabilities of the fault detection algorithms.

Another important aspect of future work will be the validation of the pro-
posed models using real-world operational data. This includes exploring poten-
tial collaborations with utility companies, smart grid pilot projects, or national
power system research initiatives to gain access to authentic grid data. Such
validation will ensure the proposed model can generalize beyond simulated envi-
ronments and operate reliably under real-world grid conditions.

While our current work demonstrates enhanced fault detection capabilities,
ensuring overall grid stability—especially with the integration of intermittent
renewable sources—remains a complex challenge. To address this, future exten-
sions of our model will incorporate dynamic load balancing algorithms and pre-
dictive analytics that consider fluctuations in renewable input. Coupling digital
twins with energy storage modeling and real-time demand-response mechanisms
will allow for better simulation of these scenarios, supporting a more stable and
adaptive grid in the presence of renewable generation.
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Abstract. The abuse of encryption and obfuscation in malware poses
a significant threat to cybersecurity. Dynamic API call sequences, which
directly reflect malware behavior and are hard to falsify, offer more
robust and reliable features for classification and detection than static
ones. Based on our analysis, we identify the following key characteris-
tics in API call sequences: (1) The implementation of malicious func-
tionality often involves the allocation and interaction of resources. API
calls to the same resource object, such as files or registries, typically
exhibit contextual dependencies, regardless of whether they are adja-
cent; (2) Multi-process interleaved execution is common in malware, and
API sequences can be organized by execution order or process group-
ing. The sorting method can impact model performance, especially for
multi-process malware; (3) API sequences often contain many consec-
utive repeated API names, but their parameters may differ. Therefore,
we can distinguish these repeated calls by their parameters, rather than
simply removing redundancy through truncation. Based on these obser-
vations, we propose a malware classification ensemble model that inte-
grates multi-dimensional API sequence features. Specifically, we train
separate classification models based on three different feature perspec-
tives: the API resource graph, multi-process API sequence representa-
tion, and parameter-enhanced API name sequences. The outputs of these
three base models are then aggregated using K-Nearest Neighbors (KNN)
soft voting. Training and evaluation on three classification tasks demon-
strate that the three base models outperform existing API sequence-
based detection techniques, and the ensemble model further enhances
the detection performance.

Keywords: Malware Classification - API Sequence + Neural Networks

1 Introduction

The rampant use of encryption and obfuscation techniques in malware poses
significant challenges for detection and comprehension. Malware authors employ
these techniques to conceal their true intentions and evade analysis, making
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it extremely difficult for security researchers to understand and mitigate the
threats. Running malware in controlled sandbox environments and analyzing
the generated API call sequences has become a widely adopted approach in the
field of malware detection. API calls provide direct insights into the underlying
behavior of malware. By examining these API call traces, analysts can gain
valuable intelligence about the functionality, goals, and potential impact of the
malware.

There are numerous malware detection methods that utilize dynamic behav-
ioral features, which can be categorized into the three types: API sequences-
based models [2,3,9,17,20,21], API graph-based models [5-7,11,18] and API
arguments enhanced model [7,16,22]. API2Vec [5] and API2Vec++ [6] consider
the relationships between processes by constructing process relationship graphs
and leveraging NLP techniques to represent API sequences. [7,11] also construct
graph models to describe API call relationships and further employ pattern
recognition and deep learning techniques for malware detection. However, most
methods above adopt a single feature perspective and have a relatively coarse
granularity, primarily focusing on the names of API sequences and statistic fea-
tures of API arguments. This would result in a partial representation of the API
sequence, focusing only on a subset of the information. To extract more implicit
information from API sequence parameters, we have made several observations
based on extensive analysis. The findings are as follows:

Resource Allocation and Interaction: Malicious functionality in malware
often requires the allocation and interaction of various system resources. API
calls that operate on the same resource object, such as files or registries, typically
exhibit contextual dependencies, even if they are not adjacent in the sequence.
This is particularly important in the analysis of malware, as understanding the
context of resource interactions can provide valuable insights into its behavior.
Ignoring these dependencies may lead to a less accurate representation of the
malware’s dynamic execution.

Multi-process Interleaved Execution: Malware often executes across multi-
ple processes that interleave their activities. In such scenarios, the API sequences
can be organized in two primary ways: by the order of execution or by grouping
based on the process. The method of sorting API calls can significantly affect the
performance of classification models, especially those that rely on the order of
sequence. When applied to multi-process malware, models that depend heavily
on the sequence order may experience a performance decline, as the interleaved
nature of the processes introduces complexity that is not adequately captured
by a simple linear sequence. This observation underscores the need for more
sophisticated approaches to handling multi-process malware and highlights the
importance of considering process grouping in the analysis.

Consecutive Repeated API Calls with Varying Parameters: API
sequences often contain consecutive repeated API calls, where the API names
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are the same, but their parameters may differ. These repeated calls, while seem-
ingly redundant, can provide important contextual information. Rather than
simply applying a truncation method to eliminate redundancy, distinguishing
these repeated calls based on their parameters can provide additional insights
into the functionality of the malware. By considering the variation in parame-
ters, we can more accurately capture the underlying behavior of the malware, as
different parameters may represent different stages or types of malicious activity.

Based on these three observations, we propose a malware classification ensem-
ble model that integrates multi-dimensional features from API sequences. Our
approach incorporates three distinct perspectives of API sequence features: the
API resource graph, which models the interactions and dependencies between
API calls and resource objects; the multi-process API sequence representa-
tion, which accounts for the interleaved execution of multiple processes; and
the parameter-enhanced API name sequences, which distinguishes repeated API
calls by considering their parameters. To combine the outputs of these mod-
els, we use K-Nearest Neighbors (KNN) soft voting, which allows us to leverage
the strengths of each individual model and make a more robust classification
decision.

The contributions in this paper are as follows:

— We propose a malware classification ensemble model that combines multi-
perspective API sequence features: API resource graph, multi-process API
sequence representation, and parameter-enhanced API name sequences. Both
individual models and the ensemble model achieve outstanding results in
classification tasks.

— We first propose using the handle parameter, which uniquely identifies
resource objects, to build the API resource graph. This approach is more
accurate and efficient compared to the previous method, which relied on iden-
tifying objects through strings.

— We first propose using API parameters to address the issue of redundant
repetition in API sequences.

— We first propose a cross-attention-based Multi-process API Sequence Repre-
sentation method and a process state transition graph to address the repre-
sentation challenge of multi-process malware.

2 Related Work
2.1 API Sequence-Based Malware Detection

Sequence-based malware detection [2—4,8,12] utilizes deep learning to directly
extract features from API call sequences for malware detection. Various methods
have been proposed in this domain: Kwon et al. [13] and Yazi et al. [14]apply
LSTM to capture API calling patterns for classification, while Tobiyama et al.
[15] use an RNN for feature extraction, followed by CNN classification of the
generated feature images. ASSCA [16] employs a bidirectional residual network
to classify API sequences, removing redundant information. Additionally, Li et
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al. [17] utilize Bi-LSTM to capture and combine intrinsic API sequence fea-
tures. While sequence-based methods are simple and do not require extensive
prior knowledge, they face challenges: long sequences can obscure key malicious
behavior features, adversarial malware can insert noise APIs to evade detection,
and these methods often require large datasets while struggling to exploit API
relationships effectively.

2.2 API Graph-Based Malware Detection

Researchers have proposed graph-based malware detection methods to model
the behavior of APIs using graphs [7,11,18], then apply Graph Neural Net-
works (GNNs) for feature extraction in malware detection. API2Vec [5] and
API2Vec++ [6] designs Temporal Process Graphs (TPG) and Temporal API
Property Graphs (TAPG) to model inter- and intra-process behaviors for detec-
tion and using random walk to extract meta path to represent the API sequence
for classification. DMalNet [7] converts API call sequences into call graphs
to model API relationships and enhance malware classification. MINES [11]
extracted the API existence feature of malware by graph contrastive learn-
ing between two API graphs. Graph-based approaches generally outperform
sequence-based methods by using GNNs to capture the complex behavior of
software through API relationships. However, these methods often fail to fully
account for the diverse API relationships, as they typically focus on only one
type of relationship.

2.3 API Arguments Enhanced Methods

DMDS [7] firstly propose a feature engineering method by utilizing a feature
hashing trick to encode the API call arguments. CTIMD [10] integrates Cyber
Threat Intelligence (CTI) to enhance sequence learning with runtime parame-
ters. DMalNet [7] and Malatt [8] both used feature encoder that uses different
encoding strategies according to the characteristics of different types of data to
represent API names and arguments as semantic feature vectors in their works.
These methods enhance the model’s expressive power and feature information
by incorporating parameters, yielding relatively good results. However, using
specific parameter values, such as IP addresses and file paths, may reduce the
model’s generalization ability and make it more vulnerable to evasion attacks.

3 Methodology

As shown in Fig.1, our approach to malware detection encompasses multiple
perspectives and leverages advanced techniques to capture intricate details and
behavioral patterns. The proposed method consists of four key components:

3.1 API Resource Graph

Motivation. The implementation of malicious functions requires resource man-
agement, allocation, and interaction through APIs, such as reading and writing
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Fig. 1. System architecture of PEMS-API.

files, reading and writing registry, etc. The interactions between processes and
resources are quite different between malicious and benign programs.

The challenge to construct API Resource Graph is identifying resource nodes.
Different resource nodes may have different representations in various APIs. For
example, a file node can be represented as absolute path or file name, among
others. Recognizing resources by strings like file path or file name may result in
multiple duplicate resource nodes. API Resources Graph constructed by Heternet
[18] remains the problem.

In the Windows operating system, handles are unique 32-bit or 64-bit
unsigned integers used to identify objects created or used by applications. These
objects include windows, modules, threads, processes, files, mutexes, sockets,
and more. Within the same process, the mapping between objects and handles
is one-to-one, regardless of the object type. Therefore, by examining the han-
dles present in the API call parameters, we can identify the different objects
involved in the program’s execution. As shown in Fig. 2, resource objects could
be identified from API arguments.

For the same reason, socket is also an important identifiers for network
objects in a program. Under the assumption that handles and socket serve
as bridges connecting API calls and resources, we can construct dependencies
between discrete APIs by leveraging the affinity of resource.

The Framework of classifier based on is shown in (Fig. 3).

Graph Construction. The constructed ARG can be represented as:

G= (VAPI U VResource7 E) (1)
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"category": "filesystem", - - -
"status": true, Add an edge in ARG(api=>handle id)
“arguments”: { ’ NtCreateFile - ©x00000000000000ac

"file_handle": "0x00000000000000ac",

"desired_access": "0@x80100080",

"file_attributes": o,

"create_disposition": 1,

"create_options": o,

"share_access": 5,

"filepath": "C:\\Windows\\System32\\en-US\\wshtcpip.dll.mui",
"filepath_r": "\\?2\\C:\\Windows\\System32\\en-US\\wshtcpip.dll.mui",
"status_info": 1}

Fig. 2. An Example of API and corresponding arguments.

API Call
Sequences
Graph Sequence Embeddings
Construction Construction
= N ; _____ 1
Ldad g i ° : & E Family
E> Liaddad E> = E> 1000 0%0 :'—J‘> Classification

or0 0>0re S 1 00%0° !

. ' 0° !

Poo0f0, i
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Fig. 3. Overview of classifier based on ARG.

where Vapr contains the API nodes, VResource cOntains the resource object
nodes, and E contains the edges representing interactions between the APIs and
the resources.

The set VResource cOntains objects that are identified through the parameters
of API calls. Specifically, the resource objects are extracted from parameters
such as: file _handle, key handle,process handle, socket. These parameters cor-
respond to specific system resources, such as open files, registry keys, processes,
and network sockets.

From the perspective of API Resource Graph, we gain valuable insights into
the behavior and resource usage patterns of the program. The ARG allows us
to analyze the dependencies between API calls and the resources they access,
providing a comprehensive view of the program’s execution flow.

By focusing on resource usage in API arguments, we can uncover hid-
den dependencies and interactions that may not be visible through API name
sequence alone. The ARG enables us to identify suspicious or malicious resource
usage patterns.

Graph Representation. We adopted a simple yet effective method to repre-
sent the Application Resource Graph (ARG). For each object node, we gather
all adjacent API nodes and order them chronologically, forming a set of API
paths.

To obtain meaningful representations, we use Doc2Vec [21] to learn embed-
dings for both the API paths and individual APIs from a large corpus. Each path
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and API is represented as a 64-dimensional vector, capturing their interactions
with resources. This approach enables effective analysis and comparison of API
behaviors.

Let P represent the set of paths. For the i-th path p; and a specific API pé-
within p;, we first collect the context APIs within a window of size C, denoted as
J= {p;;c, R T AR 7p§‘+c}- The representation of p’ is then computed
as the embedding of p; combined with the embeddings of the APIs in 4, given
by:

. 1 .
E@) =W -— | E(p; E(p; 2
(%) TeFs] ( (pi)+ > (m)) (2)
ked
where E(-) denotes the embedding function for an API or path, and W is
the weight matrix learned during training.
The objective is to minimize the following loss function, which represents the
average negative log-likelihood of each API across all paths:
1 NP 1 Npq',
—— Y — log P(p|6, p; 3
w, - szog (P%18,p:) (3)
=0 * 7=0

Here, N, is the total number of paths in P, N,, is the length of path p;,
and P(p§|5, p;) represents the probability of a context API pz» given the current
API p; and its surrounding context §. This formulation aims to optimize the
embeddings by minimizing the log-likelihood of context API predictions within
the defined window.

3.2 Multi Process API Sequence Representation

Motivation. Multi-process and inter-process interactions are major character-
istics of malware behavior, such as process injection attacks, process replacement
attacks, and others. Existing methods rarely capture the process-related profiles
of API sequences. Typically, past approaches organize API sequences as a sin-
gle, long sequence, ignoring the fact that they may contain multiple distinct
functional processes and subsequences. In this section, we organize the input
API sequence in two ways: a globally ordered sequence and process-grouped
sequences, illustrated in Fig. 4. The global API sequence is first sorted by time
and then divided into blocks based on process. Each block can be seen as accom-
plishing an independent function. As illustrated in the figure below, this clearly
exhibits a hierarchical structure: API words, API groups (sentences), and com-
plete API sequences (documents). Furthermore, to directly express the process
structural information, we propose the concept of a Process State Transition
Graph (PSTG) and utilize a convolutional network to obtain the transition
matrix representation. The architecture of Multi process API sequence repre-
sentation is shown in Fig. 4.

Based on the above insights, we propose the Multi-process API Sequence
Representation (MPASR) method. The overall structure of the method is shown
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Fig. 4. Architecture of Multi process API sequence representation.

in the diagram below. It includes two primary modules: the Cross-Attention-
based Semantic Representation Module and the Process State Transition Struc-
ture Graph Module. These modules extract the semantic information from the
API sequence and the process structural information, respectively, and serve as
input for the final deep learning classifier.

Cross-Attention-Based Semantic-Aware Modeling. In the semantic-
aware module, we propose a cross-attention-based multi-process API sequence
semantic enhancement representation learning. This approach has several advan-
tages. First, grouping the API sequences by process allows the sequence to be
represented from the perspective of individual processes. Second, cross-attention
enhances the feature representation. Third, the Doc2Vec representation can effec-
tively handle longer API sequences.

Semantic-Aware Encoder. We analogize API subsequences to sentences and view
the complete API sequences as documents. Therefore, Doc2Vec is an efficient
representation method that aligns with this characteristic. Based on this, we
obtain the representations of the two types of API sequences using Doc2Vec.
The relevant mathematical expressions have been presented above.

Cross-Attention Semantic Enhancement. As shown in the Fig. 4, after obtaining
the embeddings of the API call sequences under two organizational structures,
the cross-attention mechanism is applied to establish connections between the
two API sequences, thereby enhancing the semantic representation of the multi-
process API sequences. In the figure, emb; represents the embedding of the API
sequence sorted by execution time, and embsy represents the embedding of the
API sequence grouped by process ID and then sorted by the first appearance
time of each process. The cross-attention module consists mainly of three fully
connected layers: I, lo, and I3, with parameter matrices defined as W, € R% > %51
Wy € R¥ %452 and Wy € R%a X% where d represents the feature vector dimen-
sions, and dy, and dy, are equal, representing the output dimensions of fully con-
nected layers [y and [y, respectively. d¢, denotes the dimension of the attention
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features after concatenation, and dy, represents the output feature dimension
of the linear layer l3. First, we obtain f; and f, as latent features from the
intermediate layer, and the calculation is as follows:

h=fWi, fa=f-W, (4)

where - denotes matrix multiplication. Specifically, we apply the activation
function tanh to map the intermediate feature values to the range (—1,+1),
obtaining the corresponding feature sign vectors v, and vs to represent the latent
feature values. Finally, the feature vector « is obtained by multiplying the two
sign vectors as shown below:

o= Vs, Vs, (5)

After obtaining «, we combine it with the latent feature vectors f,, and f,,.
The two new feature vectors are concatenated into a high-dimensional vector
and passed as input to the final linear layer I3. The output f} is the final output
after the cross-attention operation, as shown in the following equation:

frn = Concat(afi,afs)  Ws (6)

Finally, the embeddings enhanced by cross-attention retain the information of
the original two types of API sequences while also capturing the representations
of API calls related to inter-process interactions.

Process State Transition Graph. The Process State Transition Graph
(PSTG) is constructed based on the time-ordered API sequence. We further
divide the sequence into blocks based on the process ID, encoding each block
with its corresponding process number. A directed edge is drawn between adja-
cent blocks based on their sequence in the API flow. The resulting structure
captures the transitions between processes, providing a state transition matrix,
shown in Fig.4. In the time-ordered API sequences, there may be cases where
API sequences are interleaved. Let the state transition matrix be T'. If two APIs
are adjacent in execution order but belong to different processes, a process state
transition occurs, and we update T; ; += 1, where 7 and j are the indices of
the two processes involved in the context switch. Note that the process index
is different from the PID—it starts from 0, with the first encountered process
labeled as 0, and so on. This approach helps reduce the dimensionality of the
state transition matrix.

After getting the state transition matrix PT'SG, we use ResNet [23] to pro-
cess it. ResNet facilitates efficient information transmission through shortcut
connections. We employ an 11-layer ResNet with 3 residual blocks. All convo-
lution kernels have a size of 3 x 3, as we aim to capture subtle changes in the
graph. Next, we use a global max pooling layer to compute the embedding of the
state transition graph. Specifically, the embedding of the state transition graph
is given by:
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eprsg = Mazxpooling(ResNet(PTSG)) (7

We only apply pooling methods in the last layer to handle varying input
sizes.

3.3 Arguments Enhanced API Sequences

By analyzing the API sequences and their parameters, we found that malicious
software’s dynamic API call sequences often contain many repeated API names,
but with different parameters. Previous methods treated these as noise and sim-
plified the sequences by removing duplicates. Based on this insight, we propose
a set of heuristic strategies based on parameter content to optimize the repre-
sentation of API sequences. As shown in the Fig. 5, ‘LdrGetProcedureAddress
is used for loading functions at runtime and typically appears consecutively
in the sequence. Its parameter, ‘function name‘, indicates the function whose
address needs to be obtained. Therefore, we replace the original API sequence
with ‘API function name’‘. Similarly, we use ‘sleep dwMilliseconds* instead of
‘sleep‘, and ‘NtDelayExecution DelayInterval® instead of ‘NtDelayExecution‘.

The benefit of this approach is that it enriches the representation of the
API sequences without reducing the model’s generalization ability or causing
adversarial detection.

API_Seqs Arguments Modified API_Seqs

LdrGetD11Handle
*function_name': [FISFREEN, -.---- } LdrGetProcedureAddress_FlsFree

*function_name': [FlsGetValued RS LdrGetProcedureAddress_FlsGetValue
“function_name': [FISAIIoE!, - } LdrGetProcedureAddress_F1sAlloc

“function_name': [FlsSetValugd, ------ } LdrGetProcedureAddress_FlsSetValue
*function_name': [InitializeCriticalSectionexy, - - - - } LdrGetProcedureAddress_InitializeCriticalSectionEx
“function_name': [EnitOnceExecuteoncet, ---- - - } LdrGetProcedureAddress_InitOnceExecuteOnce
“function_name' : [CHEAtEEVENTEXWY, - - - - } LdrGetProcedureAddress_CreateEventEx

LdrGetD11Handle {
LdrGetProcedureAddress {--
LdrGetProcedureAddress {- -
LdrGetProcedureAddress {- -
LdrGetProcedureAddress {--
LdrGetProcedureAddress {- -
LdrGetProcedureAddress {- -
LdrGetProcedureAddress {-- -+,

LdrGetD11Handle Loreens } LdrGetD11Handle

Fig. 5. Example of simplifying a repeated API subsequence based on parameters.

After getting modified API sequences, we use N-grams to represent the
sequence and apply machine learning techniques for classification. First, we
extract N-grams from the API sequences. N-grams are contiguous sequences of
N items from a given sample of text, and they are used to capture local patterns
in the API sequences. We choose the most frequent N-grams in the training data
to construct feature vectors for each sample. Specifically, for each API sequence,
we compute a feature vector where each element corresponds to the frequency
of a particular N-gram in that sequence. Then, we select features with mutual
information to gain the top Ko most relevant features, where mutual information
I(X,Y) between features X and label Y is defined as:

106Y) = 3 3 pla,y)log 280 ®)

rzeX yey
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The top K features are selected based on the highest mutual information
scores. After selecting the features, we apply the XGBoost classifier to train a
model on the selected features.

3.4 Ensemble Learning

After obtaining the results from the three models, we use ensemble learning
to enhance the performance of the classification model, improving its accuracy
and robustness by combining the predictions from multiple models. Ensemble
learning, using the voting method, integrates these outputs to provide a final
prediction. The voting method can be classified into hard voting (majority vote)
and soft voting (based on class probabilities). Here, K-Nearest Neighbors (KNN)
is used for soft voting. For optimal performance, the base models should meet
two conditions: 1. Similar accuracy: Models should have comparable accuracy
to avoid one dominating the voting process. 2. Low homogeneity: Models should
be diverse to capture different aspects of the data, providing complementary
insights that enhance overall performance.

4 Experiments

4.1 Experimental Setup

Dataset. In our paper, both API name sequences and called arguments of
dynamic execution are required. Although there are some publicly available API
sequences dataset, they are not suitable for our approach due to the absence of
APT arguments. Thus, we collect malware and goodware from various sources by
ourselves and execute each sample in cuckoo sandbox [19] environment for 2 min.
Then, we get API call sequences and arguments from the dynamic execution logs.
Finally, the experiment was conducted on a dataset containing 19088 malware
from 62 families and 11030 goodware. Malware are categorized into 12 classes
based on attack intent and techniques. We construct three classification tasks—
malware family classification, malware functionality classification and malware
detection.

Evaluation Metrics. We evaluate our method and compared methods using
five widely used metrics, including Accuracy and F1-Score.

4 B TP+ TN -
Y = TP TN+ FP+ FN
TP
P & 1
Precision TP+ FP (10)
TP
Il = ——— 11
Reca TP+ FN (11)
F1— Score — 2 x Precision x Recall (12)

Precision + Recall’
where TP and TN are correct detections of positives and negatives, while FN
and FP are misclassified positive and negative samples, respectively.
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4.2 Results and Analysis

Comparative Results. The comparative results are presented in Table 1. The
following observations can be made from the experimental results:

Firstly, in the comparison of individual models, MPAR achieved the best per-
formance in terms of the metrics. ARG and Modified API also outperformed
most other models. Although these methods only extract partial features of
the API sequences, such as resource dependency information, process semantics
and structural information of the API sequences, and the existence information
of optimized APIs containing parameter information, they still perform well,
indicating that these partial features are useful for classification tasks. MalAtt
exhibits comparable performance to the three standard models we proposed;
however, considering that it integrates static opcode information, which is vul-
nerable to code obfuscation attacks, its performance will degrade significantly
when samples are obfuscated. Additionally, the graph-based method API2Vec
did not perform as expected. We believe this could be due to the large num-
ber of duplicate nodes hindering the random walk process from exploring more
diverse paths. Furthermore, methods that incorporate parameter information
(such as DMDS, MalAtt, Dmalnet, and Agrawal et al.) generally outperform
methods that rely solely on the API name sequence. Finally, we observed that
as the complexity of the classification task increases and the number of categories
grows, classification performance tends to decrease, as capturing more intricate
details becomes necessary to further distinguish between samples.

Table 1. Comparisons of different models on three tasks. The best results are in
boldface.

Model Family Classification/Function Classification Malware Detection
Inference Time
(ms/sample)

Accuracy F1-Score  |Accuracy|/F1-Score Accuracy F1-Score

API2Vec [5] 0.7651 0.7134 0.8017 |0.7533 0.8929 0.8552 919.9
DMDS [7] 0.8937 0.8383 0.917 0.8443 0.9314 0.882 21.2
TextCNN [9] 0.613 0.5847 0.6521 |0.6019 0.7244 0.6915 |19.8
Agrawal et al. [1] 0.9087 0.9182 0.9331 0.924 0.9551 0.9291 [34.5
MalAtt [8] 0.9126 |0.9122 0.9363 |0.9166 0.972 0.9481 28.3
Dmalnet [7] 0.9136 |0.9097 0.9214 /0.9138 0.9371 0.9257 20
MPAR 0.9213  |0.9057 0.9372 0.9237 0.9796 0.9556 |21.1
ARG 0.9157 10.91 0.9353 0.9113 0.9543 0.9342 [25.3
Modified _API 0.9172 0.891 0.9297 10.9077 0.9712 |0.9466 (18.5
ARG+MPAR 0.9382 0.9191 0.949 0.9345 0.9874 0.9565 46.7
ARG+Modified_ APT 0.9255 |0.9032 0.9448 0.9179 0.9836 |0.9546 39.8
Modified API+MPAR|0.9318 |0.9089 0.9417 0.9111 0.9866 0.9547 |44.2

Ensemble Model 0.9411 0.9373 0.9574 0.9411 0.9884 0.9579 (65.4
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Ablation Study. To evaluate the contribution of each model to overall accu-
racy, we compared individual models as well as their pairwise combinations.
Among the individual models, Multi-process API Sequence Representation
(MPAR) achieved the highest accuracy, followed by API Resource Graph (ARG).
As illustrated in Fig. 1,when ARG and MPAR were used together, the accuracy
on the family classification task increased by 0.169% compared to using MPAR
alone. We hypothesize that although there is a large accuracy gap between the
two base models, their low homogeneity allows for performance improvement
when combined. No combination led to a decrease in accuracy, which we attribute
to the low homogeneity and relatively small accuracy differences between the
three models, making this an ideal scenario for deep ensemble learning. When
all three models were used together, the accuracy improved by as much as 1.98%.

Additionally, we explored whether optimizing the processing of API
sequences through parameter tuning enhances classification performance, and
how different API sorting strategies influence the results. We also assessed
whether our cross-attention mechanism offers superior performance compared to
simply concatenating the two embeddings. As illustrated in Fig. 6, the optimized
API sequences yielded better results than the original sequences when used as
input. Moreover, the cross-attention-based API sequence representation method
outperformed both individual API sequences and the concatenated version of
the two sequences, which aligns with our expectations.

True Positive Rate
True Positive Rate

— Original API Seqs (AUC = 0.9624)
—— Optimizec-API Seqs with Arguments (AUC = 0.9738)

o 3 04 3
False Positive Rate False Positive Rate

(a) ROC of methods with different API (b) ROC of methods with different API
processing strategies Sequence order

Fig. 6. Comparison of ROC Curves.

Inference Time Overhead. The inference time overhead of this method comes
from three components: ARG, MPAR, and Modified API. The experiments
were conducted on an Ubuntu (20.04.2 LTS) server with a 32-core AMD EPYC
9654 96-Core Processor and 120GB of RAM. The average processing time per
sequence for each of the three components was 21.1ms, 26.3ms, and 18.5ms,
respectively, while the time for processing with the three models combined was
65.4ms. In comparison, API2Vec, DMDS, TextCNN, Agrawal et al., MalAtt, and
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Dmalnet took 919.9ms, 21.2ms, 19.8 ms, 34.5ms, 28.3ms, and 20 ms, respec-
tively, to process one sequence. Although our method takes relatively longer,
the 65.4ms detection time is still reasonable. Therefore, we believe this method
is feasible for malware detection in real-world scenarios.

5 Conclusion

This paper proposes a hybrid model that combines deep learning and machine
learning, leveraging ensemble learning to integrate different deep learning base
models and obtain final results through a voting mechanism. The model exten-
sively explores API information from three aspects: API resource graphs, multi
process API sequence representation, and arguments Enhanced API sequence
n-grams. These heterogeneous pieces of information are integrated to further
improve accuracy. We evaluated the model on a large dataset composed of real-
world software. Experimental results show that the proposed model outperforms
other comparison models in terms of accuracy and f1 score.

Acknowledgments. This work was supported by the Program with No. E3YY-
131112.

References

1. Agrawal, R., Stokes, J.W., Marinescu, M., Selvaraj, K.: Neural sequential malware
detection with parameters. In: 2018 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), pp. 2656-2660. IEEE (2018)

2. Li, C., Zheng, J.: API call-based malware classification using recurrent neural net-
works. J. Cyber Secur. Mob. 10(3), 617-640 (2021)

3. Catak, F.O., Yazi, A.F., Elezaj, O., Ahmed, J.: Deep learning based sequential
model for malware analysis using windows exe API calls. PeerJ Comput. Sci. 6,
€285 (2020)

4. Demirkiran, F., Caywr, A., Unal, U., Dag, H.: An ensemble of pre-trained trans-
former models for imbalanced multiclass malware classification. arXiv preprint
arXiv:2112.13236 (2021)

5. Cui, L., Cui, J., Ji, Y, Hao, Z., Li, L., Ding, Z.: API2Vec: learning representations of
API sequences for malware detection. In: Proceedings of the 32nd ACM SIGSOFT
International Symposium on Software Testing and Analysis (ISSTA 2023), pp.
261-273 (2023). https://doi.org/10.1145/3597926.3598054

6. Cui, L., et al.: API2Vec++: boosting API sequence representation for malware
detection and classification IEEE Trans. Softw. Eng. 50(8), 2142-2162 (2024).
https://doi.org/10.1109/ TSE.2024.3422990

7. Li, C., et al.: DMalNet: dynamic malware analysis based on API feature engineering
and graph learning. Comput. Secur. 122, 102872 (2022). https://doi.org/10.1016/
j.cose.2022.102872

8. Bao, H., et al.: Stories behind decisions: towards interpretable malware family clas-
sification with hierarchical attention. Comput. Secur. 144, 103943 (2024). https://
doi.org/10.1016/j.cose.2024.103943


http://arxiv.org/abs/2112.13236
https://doi.org/10.1145/3597926.3598054
https://doi.org/10.1145/3597926.3598054
https://doi.org/10.1145/3597926.3598054
https://doi.org/10.1145/3597926.3598054
https://doi.org/10.1145/3597926.3598054
https://doi.org/10.1145/3597926.3598054
https://doi.org/10.1145/3597926.3598054
https://doi.org/10.1109/TSE.2024.3422990
https://doi.org/10.1109/TSE.2024.3422990
https://doi.org/10.1109/TSE.2024.3422990
https://doi.org/10.1109/TSE.2024.3422990
https://doi.org/10.1109/TSE.2024.3422990
https://doi.org/10.1109/TSE.2024.3422990
https://doi.org/10.1109/TSE.2024.3422990
https://doi.org/10.1109/TSE.2024.3422990
https://doi.org/10.1016/j.cose.2022.102872
https://doi.org/10.1016/j.cose.2022.102872
https://doi.org/10.1016/j.cose.2022.102872
https://doi.org/10.1016/j.cose.2022.102872
https://doi.org/10.1016/j.cose.2022.102872
https://doi.org/10.1016/j.cose.2022.102872
https://doi.org/10.1016/j.cose.2022.102872
https://doi.org/10.1016/j.cose.2022.102872
https://doi.org/10.1016/j.cose.2022.102872
https://doi.org/10.1016/j.cose.2024.103943
https://doi.org/10.1016/j.cose.2024.103943
https://doi.org/10.1016/j.cose.2024.103943
https://doi.org/10.1016/j.cose.2024.103943
https://doi.org/10.1016/j.cose.2024.103943
https://doi.org/10.1016/j.cose.2024.103943
https://doi.org/10.1016/j.cose.2024.103943
https://doi.org/10.1016/j.cose.2024.103943
https://doi.org/10.1016/j.cose.2024.103943

62

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.
20.

21.

22.

23.

H. Miao et al.

. Qin, B., Wang, Y., Ma, C.: API call based ransomware dynamic detection approach

using TextCNN. In: 2020 International Conference on Big Data, Artificial Intelli-
gence and Internet of Things Engineering (ICBAIE), Fuzhou, China, pp. 162-166
(2020). https://doi.org/10.1109/ICBATE49996.2020.00041

Chen, T., Zeng, H., Lv, M., Zhu, T.: CTIMD: cyber threat intelligence enhanced
malware detection using API call sequences with parameters. Comput. Secur. 136,
103518 (2024). https://doi.org/10.1016/j.cose.2023.103518

Wu, P.; Gao, M., Sun, F., Wang, X., Pan, L.: Multi-perspective API call sequence
behavior analysis and fusion for malware classification. Comput. Secur. 148,
104177 (2025). https://doi.org/10.1016 /j.cose.2024.104177

Kolosnjaji, B., Zarras, A., Webster, G.D., Eckert, C.: Deep learning for classifica-
tion of malware system call sequences. In: Advances in Artificial Intelligence, pp.
137-149 (2016)

Kwon, 1., Im, E.G.: Extracting the representative API call patterns of malware
families using recurrent neural network. In: International Conference on Research
in Adaptive and Convergent Systems, pp. 202-207 (2017)

Yazi, A.F., Catak, F.O., Gul, E.: Classification of methamorphic malware with deep
learning (LSTM). In: IEEE Signal Processing and Communications Applications
Conference, pp. 1-4 (2019)

Tobiyama, S., Yamaguchi, Y., Shimada, H., Ikuse, T., Yagi, T.: Malware detection
with deep neural network using process behavior. In: IEEE Annual Computer
Software and Applications Conference, pp. 577-582. COMPSAC (2016)

Lu, X., Jiang, F., Zhou, X., Yi, S., Sha, J., Li, P.. ASSCA: API sequence and
statistics features combined architecture for malware detection. Comput. Netw.
157, 99-111 (2019)

Li, C., Lv, Q., Li, N., Wang, Y., Sun, D., Qiao, Y.: A novel deep framework for
dynamic malware detection based on API sequence intrinsic features. Comput.
Secur. 116, 102686 (2022). https://doi.org/10.1016/j.cose.2022.102686

Song, R., Li, L., Cui, L., Liu, Q., Gao, J.: Binary malware detection via hetero-
geneous information deep ensemble learning. In: 2023 IEEE 29th International
Conference on Parallel and Distributed Systems (ICPADS), Ocean Flower Island,
China, pp. 1147-1156 (2023). https://doi.org/10.1109/ICPADS60453.2023.00168
Cuckoo Sandbox. https://cuckoosandbox.org/. Accessed 27 Feb 2025

Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word repre-
sentations in vector space. arXiv preprint arXiv:1301.3781 (2013)

Le, Q., Mikolov T.: Distributed representations of sentences and documents. In:
International Conference on Machine Learning, pp. 1188-1196. PMLR (2014)
Javan, N.T., Mohammadpour, M., Mostafavi, S.: Enhancing malicious code detec-
tion with boosted N-gram analysis and efficient feature selection. IEEE Access 12,
147400-147421 (2024). https://doi.org/10.1109/ACCESS.2024.3476164

He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 770-778 (2016)


https://doi.org/10.1109/ICBAIE49996.2020.00041
https://doi.org/10.1109/ICBAIE49996.2020.00041
https://doi.org/10.1109/ICBAIE49996.2020.00041
https://doi.org/10.1109/ICBAIE49996.2020.00041
https://doi.org/10.1109/ICBAIE49996.2020.00041
https://doi.org/10.1109/ICBAIE49996.2020.00041
https://doi.org/10.1109/ICBAIE49996.2020.00041
https://doi.org/10.1109/ICBAIE49996.2020.00041
https://doi.org/10.1016/j.cose.2023.103518
https://doi.org/10.1016/j.cose.2023.103518
https://doi.org/10.1016/j.cose.2023.103518
https://doi.org/10.1016/j.cose.2023.103518
https://doi.org/10.1016/j.cose.2023.103518
https://doi.org/10.1016/j.cose.2023.103518
https://doi.org/10.1016/j.cose.2023.103518
https://doi.org/10.1016/j.cose.2023.103518
https://doi.org/10.1016/j.cose.2023.103518
https://doi.org/10.1016/j.cose.2024.104177
https://doi.org/10.1016/j.cose.2024.104177
https://doi.org/10.1016/j.cose.2024.104177
https://doi.org/10.1016/j.cose.2024.104177
https://doi.org/10.1016/j.cose.2024.104177
https://doi.org/10.1016/j.cose.2024.104177
https://doi.org/10.1016/j.cose.2024.104177
https://doi.org/10.1016/j.cose.2024.104177
https://doi.org/10.1016/j.cose.2024.104177
https://doi.org/10.1016/j.cose.2022.102686
https://doi.org/10.1016/j.cose.2022.102686
https://doi.org/10.1016/j.cose.2022.102686
https://doi.org/10.1016/j.cose.2022.102686
https://doi.org/10.1016/j.cose.2022.102686
https://doi.org/10.1016/j.cose.2022.102686
https://doi.org/10.1016/j.cose.2022.102686
https://doi.org/10.1016/j.cose.2022.102686
https://doi.org/10.1016/j.cose.2022.102686
https://doi.org/10.1109/ICPADS60453.2023.00168
https://doi.org/10.1109/ICPADS60453.2023.00168
https://doi.org/10.1109/ICPADS60453.2023.00168
https://doi.org/10.1109/ICPADS60453.2023.00168
https://doi.org/10.1109/ICPADS60453.2023.00168
https://doi.org/10.1109/ICPADS60453.2023.00168
https://doi.org/10.1109/ICPADS60453.2023.00168
https://doi.org/10.1109/ICPADS60453.2023.00168
https://cuckoosandbox.org/
https://cuckoosandbox.org/
https://cuckoosandbox.org/
http://arxiv.org/abs/1301.3781
https://doi.org/10.1109/ACCESS.2024.3476164
https://doi.org/10.1109/ACCESS.2024.3476164
https://doi.org/10.1109/ACCESS.2024.3476164
https://doi.org/10.1109/ACCESS.2024.3476164
https://doi.org/10.1109/ACCESS.2024.3476164
https://doi.org/10.1109/ACCESS.2024.3476164
https://doi.org/10.1109/ACCESS.2024.3476164
https://doi.org/10.1109/ACCESS.2024.3476164

®

Check for
updates

The Effectiveness of Visual Attention
Patterns in the Process of Spatial
Exploration in a 3D Video Game

Environment

Bartosz Krukowski, Mateusz Zawisza, Aneta Wisniewska®,
Adam Wojciechowski®, and Rafat Szrajber®)

Institute of Information Technology, Lodz University of Technology,
215 Wolczanska Street, 90-924 Lodz, Poland
rafal.szrajber@p.lodz.pl
https://it.p.lodz.pl/

Abstract. This study examines the effectiveness of visual navigation
cues in guiding player movement within 3D virtual environments. Using
experimental levels with lighting contrast and object geometry cues at
three intensity levels, the research identifies the minimum cue strength
needed to influence player navigation effectively. Differences in cue
responsiveness between casual and advanced players were also analyzed.
The findings reveal threshold values for subtle yet effective navigation
methods, providing practical insights for level designers. These results
can enhance the development of user-friendly and engaging game envi-
ronments, catering to players of varying skill levels.

Keywords: wayfinding - video game + environment * visual cues

1 Introduction

In contemporary society, video games have become a highly popular form of
entertainment, catering to players of all ages and skill levels. Game develop-
ment studios strive to make their products accessible to a broad audience. In
recent years, major industry players have demonstrated a comprehensive app-
roach to accessibility by integrating features designed to support individuals
with disabilities, including those with visual or motor impairments. A critical
component of modern games is the exploration of three-dimensional spaces. If a
level designed by developers is overly simplistic, players may derive little satis-
faction from discovering objectives such as exits or hidden treasures. Conversely,
levels that are excessively complex or poorly designed can lead to frustration,
disorientation, and disengagement. To balance these extremes, level designers
have developed principles and methodologies [8,14], often through iterative pro-
cesses, to craft environments that are both engaging and navigable. This study
explores methods for guiding players in virtual environments, focusing on how
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various navigational cues influence movement and decision-making. The research
aims to evaluate specific types of cues integrated into game environments and
determine the minimum intensity required to effectively direct player behav-
ior without compromising immersion. The findings presented in this paper are
intended to provide practical insights for level designers, aiding in the creation
of virtual spaces that are both challenging and accessible, enhancing the overall
player experience.

2 Related Works

As the gaming industry has advanced, designers have developed well-established
methods to effectively guide players and direct them along intended paths. Over
time, these methods have evolved into structured design patterns, akin to those
introduced by Christopher Alexander in the field of architecture [1]. These pat-
terns systematically define specific problems, propose solutions, and outline the
potential outcomes of their application. The increasing number and refinement of
these patterns correlate directly with the growing body of research dedicated to
their efficacy and impact on players’ experiences during gameplay. Experimental
studies aim to validate the effectiveness of these methods, providing empirical
evidence to support their use in game design.

An important area of this research focuses on the influence of visual atten-
tion patterns on players’ exploratory behavior and decision-making. A notable
contribution to this field is the work of Barney [2], which adapts the concept
of pattern language to address design challenges in games, encompassing both
mechanical and environmental aspects. The author elaborates on how to con-
struct custom pattern languages derived from established game productions and
apply them to game development. Ongoing studies by various research teams
continue to assess the effectiveness and efficiency of these patterns, contribut-
ing to a deeper understanding of their role in enhancing player engagement and
navigation within virtual environments.

The use of various elements such as light, motion, color, and sound to guide
players within virtual environments is comprehensively discussed in the study by
Hoeg [5]. The research involved the creation of an advanced level designed to sim-
ulate a segment of a first-person shooter game. Participants navigated through a
building with the objective of locating and rescuing hostages. The environment
was carefully constructed to include decision points during corridor exploration,
allowing the study to assess whether specific methods effectively captured play-
ers’ attention, influencing their choice between two available paths. The findings
identified light as one of the most impactful techniques for influencing player
decision-making.

Player decision-making influenced by contrast is examined in detail by Winn
[15]. The authors argue that the proper interpretation of this effect is to answer
the question, “Where should the player go?” rather than “Where must the player
go?” Their research highlights the effectiveness of contrast created through
increased lighting or brightening of the main path. The results confirmed that
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contrast significantly influences player behavior, as also supported by Liszio [9],
who categorizes contrast among the most effective yet minimally intrusive navi-
gation methods. These techniques aim to naturally draw the player’s gaze toward
a specific object or path.

Winters [16] further explored the role of form contrast in guiding player
navigation. Post-experiment interviews revealed that all participants identified
contrast as a key factor influencing their decisions, underscoring its importance
in virtual environment design.

The challenges of guiding players using lightened paths can be effec-
tively addressed through contrast-based methods, as exemplified by techniques
employed at Disneyland and described by Rogers [13]. In his lecture, Rogers
demonstrates how park visitors are guided using environmental light and con-
trast. The park’s design features a well-lit central castle, towering over its sur-
roundings and visible from a distance. As the park prepares to close, lighting
in areas farther from the castle is gradually dimmed, increasing the contrast
between the central castle and its surroundings. This technique naturally draws
visitors’ attention to the castle, subtly encouraging them to move toward it.

The influence of contrast on decision-making during exploration was also
studied by Marples [10] in the context of player navigation within a maze. Par-
ticipants began at the edge of the level, with the objective of reaching a large
central figure. The maze featured bifurcations offering only two paths at each
decision point, where contrasting cues were employed. The results demonstrated
a significant reduction in navigation time when contrasting paths were used,
nearly halving the completion time compared to levels without these cues. This
highlights the efficacy of contrast in directing players toward their objectives.

Lighting has been further analyzed in studies [7,12]. Petersson [12] examined
the visibility of visual cues in a 3D platform-adventure game, concluding that
lighting-based cues held players’ attention the longest. Knez [7] explored lighting
contrast involving warm and cold colors, finding a strong player preference for
warm lighting, which was chosen significantly more often, reinforcing its utility
in navigation design.

Understanding how the human mind perceives space and responds to visual
cues can have practical applications beyond virtual environments, including the
design of public spaces. In a study by Irshad et al. [6], researchers examined the
impact of navigational cues on individuals’ vital parameters and mental states
in high-stress situations. Participants were tasked with escaping a flooded area
to reach safety. The study divided participants into three groups: one without
any navigational cues, another with evacuation signs, and a third group with
illuminated signs. The findings revealed that navigating without wayfinding cues
significantly increased difficulty, stress, and tension. These results underscore the
importance of visual attention patterns not only in aiding navigation but also in
mitigating emotional strain during critical situations.

Moura et al. [11] compiled a taxonomy of recurring navigational prompts
in games, categorizing them into direct methods, such as compasses or maps,
and subtler approaches. Among these were markers—elements designed to draw
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attention by contrasting with the game environment. Markers could range from
abstract forms, such as glowing arrows, to more integrated elements, like dis-
tinctively colored paths that blend seamlessly with the game world.

Markers associated with spatial navigation are further explored in a review
by Yesiltepe et al. [17], which refers to them as landmarks. This work emphasizes
two key aspects of landmarks: visibility and salience. The study found that the
effectiveness of landmarks is maximized when they are placed strategically along
routes and at decision points, such as intersections, reinforcing their critical role
in wayfinding.

The study by Gomez et al. (2021) [3] utilized established level design patterns
to investigate their influence on player curiosity. The authors identified four dis-
tinct patterns: reaching extreme points, removing visual obstructions, introduc-
ing out-of-place elements, and enhancing spatial understanding. Among these,
the out-of-place element, represented by stacked stones and stones arranged in
a spiral pattern across the grass, emerged as the pattern most frequently visited
by players.

Compared to the existing studies, our approach introduces a more systematic
assessment of cue intensity by testing each method at three levels of strength
within a controlled and uniform 3D environment. Unlike prior works that often
examined isolated cues or relied on real-game scenarios with multiple variables,
our study isolates the effect of visual attention patterns in a neutral setting,
enabling clearer attribution of player behavior to specific design elements. A
key advantage of this approach is its ability to identify threshold values for cue
effectiveness, offering actionable insights for level designers. On the other hand,
the highly controlled nature of the environment may limit ecological validity, as
real-world game levels typically feature more complex and diverse visual stimuli.
Future work should aim to validate these findings in more varied and immersive
game contexts.

3 Methodology

The research methodology employed in this study utilizes an open-level design
to assess the impact of selected player guidance techniques. The openness of
the environment is intended to facilitate unrestricted exploration by the player,
thereby enabling the evaluation of the methods’ effectiveness in more dynamic
and unpredictable contexts.

Participants are required to progress through a series of sequential maps
(stages), with each stage evaluating the efficacy of a single visual method. Each
method is tested three times, with the stages arranged in a manner that exposes
the player to each method initially in its weakest form, followed by its stronger
and, finally, its most robust variant. Consequently, each participant navigates a
total of 18 maps. In each level, the player’s objective is to locate a hidden portal
that will advance them to the subsequent stage. Within the narrative framing of
the study, the player assumes the role of a wandering mage traversing mysterious,
floating forest islands in search of magical portals. The guidance methods are
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applied in such a way as to subtly suggest the portal’s location, thus influencing
the player’s navigation decisions.

The study begins with an introductory level, which is excluded from the
analysis. This introductory phase serves to familiarize participants with the basic
controls, allow them to get used to the environment, and provide an introduction
to the narrative while clarifying the purpose of the game. Participants are not
informed about the experimental aims or specific research focus. Instead, they
are told that their objective is to locate all the portals, thereby completing all
the levels presented in the study.

3.1 Environment

The design of the environment for exploration was primarily guided by two key
principles: the environment had to be open to allow for free and the maps needed
to be highly homogeneous—that is, stripped of any visual variety or distinctive
elements (such as colors, shadows, or complex models) that could unintention-
ally draw the player’s attention and influence decision-making. For the target
environment, a forested area on an island floating in a vacuum was selected. To
ensure maximal environmental simplicity, a single tree model, a few mushroom
models, and a single grass texture were utilized in the construction. Addition-
ally, the environment was intentionally stripped of color to eliminate the possible
influence of color on players’ decision-making. In line with this approach, the
environment was also devoid of any directional light sources, relying instead on
sterile ambient lighting. Consequently, the generation of shadows for all objects
within the scene was disabled.

The study was designed to test all visual cues within an identical environ-
ment. For each stage of the study, the only variables that changed were the
starting position of the player, the position of the portal (the target the player
was tasked with reaching), and the specific visual pattern being tested, along
with its designated strength. The starting positions for each level were deter-
mined such that, in the initial frame, the tested method was always visible to
the player. The ideal condition for the test assumed that the player would imme-
diately notice the relevant method and proceed towards it as soon as they began
the stage. The distances between the starting and ending points for levels testing
varying intensities of the same method were kept consistent.

The primary aim of the study is to replicate, as closely as possible, the
conditions that gamers encounter during typical gameplay. To achieve this, the
study was framed as a game that participants were asked to play through. As
detailed in a previous section, the study begins with an introductory level to
provide context for the game’s narrative and familiarize participants with the
controls. By presenting the player with a clear in-game objective, the study aims
to simulate real gameplay experiences, which, as indicated by previous research
[3,12], can influence player decisions and behaviors without negatively impacting
the integrity of the experiment.



68 B. Krukowski et al.

Fig. 1. Views from starting points on levels implementing light methods.
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3.2 Methods

Two types of visual cues were used in the work. One based on light and the other
based on geometry. Each type has three variations in three degrees of intensity.
Both types will be explained below.

Light. The light-based visual cues employed in this study consisted of point
lights, god rays, and illuminated objects distributed along the path. Further
descriptions of the lighting parameters will be provided in terms of the contrast
between the environment and the light, quantified as a percentage based on the
color brightness derived from the lightness parameter in the HSL model. Given
that the environment was devoid of color, the hue and saturation parameters
remained constant at 0, with only the lightness parameter being relevant for
contrast calculations. For instance, the color notation (0,0,14) in the HSL model
would be represented as 14% brightness.

Each level incorporating a point light features a designated illuminated spot
for the player to reach. In the case of god rays, these rays are directed towards the
target spot. For the illuminated object variant, small glowing mushroom models
were placed along the path, with their arrangement guiding the player to the
destination (Fig. 1). For each of the methods tested, three levels of intensity were
applied, determined by the corresponding difference in brightness between the
light source and its immediate surroundings. These intensity levels are differen-
tiated by increasing contrast values, as presented in Table 1.

Table 1. The difference in pixel brightness between a particular variant and the sur-
roundings expressed as a percentage in light method. The difference in models between
a particular variant in geometry method.

Light

- Point light|God rays Illuminated objects
I degree (6% 5% 6%

II degree (11% 9% 12%

111 degree(21% 20% 27%

Geometry

- Rotation |[Scale Shape

I degree [15° scale x2 |4 branches

1T degree (30° scale x3 |8 branches

1T degree|60° scale x4 |16 branches

Geometry. The visual cue variants based on geometry involve modifying a
parameter of a tree object commonly used in the environment. The parameters
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subject to modification include rotation, scale, and shape of the object. The
specific values for each of these altered parameters are detailed in Table 1.

In levels associated with the study of the effect of object rotation on player
navigation, a single tree is distinguished by its tilt angle. The tilted object is
rotated along a single axis such that it aligns with the player’s initial viewpoint.
The tilt angle for the pattern in its first degree is set to 15°, with subsequent
tilt angles doubling the previous value.

Levels featuring the scale-related variant include a single tree that has been
enlarged. The default scale for all other trees is set to 1. The pattern strength
for I degree is defined by a scale value that is twice the size of the default tree’s
scale. Subsequent degrees of intensity increase linearly by one unit.

The stages of the study examining the impact of object shape on player
behavior each feature a single tree with modifications to its geometric shape,
specifically in relation to the branches. To ensure that the modified tree stands
out in contrast to the simple trunks of other trees, all non-pattern trees in
these levels have a single branch. I Degree of the pattern strength involves four
branches evenly distributed on each side of the tree. In subsequent degrees, the
number of branches doubles with each increase (Fig. 2).

3.3 Collected Data

For the purposes of this study, a player tracking system was developed, draw-
ing inspiration from, among other sources, a data collection system described
in research on visual attention in interactive environments, particularly in rela-
tion to task performance [4]. During the exploration of each level, data sam-
ples are collected at regular intervals, recording the following information: the
player’s position, the camera’s rotation, and whether the object implementing
the method under study was within the player’s view. The data gathered through
this process enables the precise reconstruction of each participant’s gameplay,
allowing for a comprehensive and unrestricted analysis. Upon completion of the
study, which involves navigating and completing all the designed levels, partic-
ipants are also required to fill out a questionnaire intended to complement and
further inform the study’s findings.

4 Participants

The survey included 36 participants: 26 men and 10 women. Most respondents
(83.3%) were aged 21-25, followed by 8.3% aged 26-30, 5.6% aged 16-20, and
2.8% aged 31-35. Weekly time spent playing computer games varied: 41.7%
played 10-20 hours, 30.6% played less than 5h, 16.7% played 5-10 hours, and
11.1% played more than 20 h.

Participants were categorized into two groups based on gaming activity:
casual gamers (up to 10 h/week, 47% of respondents) and hardcore gamers (more
than 10h/week, 53% of respondents).
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Fig. 2. Views from starting points on levels implementing geometry methods.
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5 Results

In response to the first optional question of the questionnaire, which asked par-
ticipants to identify the methods they noticed, 34 out of 36 respondents provided
answers. The methods noticed by the participants were categorized as follows:
Illuminated objects: Noticed by 25 participants; God rays: Noticed by 23 par-
ticipants; Point light: Noticed by 13 participants; Rotation: Noticed by 32 par-
ticipants; Scale: Noticed by 28 participants; Shape: Noticed by 20 participants.

As evident from these responses, the most frequently noticed method was
the rotation variant.

During the exploration of each level, data samples were collected at regular
intervals, documenting the player’s position, camera rotation, and the visibility
of the method on the player’s screen. For this study, samples were collected every
half second.

To assess the visibility of each method during the test, a parameter was
developed. This visibility parameter represents the total duration (in percent-
age) that the method was visible in the central area of the participant’s screen
during a given level. All samples collected throughout the test are included in
the calculation. This approach allows for the determination of the cumulative
time that the method was visible while the participant progressed through the
level. A summary of all the results collected during the survey can be found in
Table 2.

6 Discussion

This chapter analyzes the collected data through graphical maps of player routes
and calculated parameters, evaluating the impact of each method and variant.

6.1 Light

The point light variant showed increasing effectiveness with higher degrees of
implementation. At the weakest level (I), visibility was only 63.5%, with many
participants failing to notice the contrasting light source, resulting in arbitrary
exploration. Level IT demonstrated a significant improvement, achieving a 92.7%
visibility rate, with most participants immediately navigating toward the illu-
minated portal. Level III results were comparable to level II, confirming the
method’s reliability at higher strengths. The god ray variant was initially less
effective, with a level I visibility rate of 59.3%, as participants often failed to
detect the subtle light beams. Level II visibility improved to 85.5%, and level III
reached 96.1%, demonstrating its effectiveness when implemented with stronger
contrast. The illuminated objects variant proved the least effective of the light-
based methods. Visibility ranged from 70.5% at level I to 79.6% at level III, with
only minor improvements across variants. Players frequently overlooked the illu-
minated objects, resulting in disorganized navigation and minimal impact on
exploration.



Visual Attention Patterns in Exploration

73

Table 2. A table summarizing the results for each Light and Geometry variant and
degree of strength. Visibility is the average percentage of how long the method was

visible on the users’ screen. While time is the average of the times of each user.

Point light Rotation

I degree |Visibilitylc |Time|loc |[I degree |Visibilitylc |Time|o
all players|63.5%  [2.5[21.5s(3.2 |all players|55.9%  [1.9/49.4s/4.7
casual 57.7%  |3.7127.3|6.7 |casual 53.7% |2.2/53.45/5.3
hardcore 68.1% |2.8/17s |1.5 |hardcore |57.9% [1.4/45.9s/4
II degree |Visibility|loc |Time|loc [II degree |Visibilityloc |Time|o
all players(92.7%  [1.4[11.6s[1.4 |all players|80% 1.9[24.6(1.7
casual 93.7% |1.5[14.8s3  |casual 80.7% |1.9)24s 1.1
hardcore (92% 2.1/9.2s (0.2 |hardcore [79.4% |1.9/25.25/2.1
IIT degree |Visibility|loc |Time|loc  [III degree |Visibilityloc |Time|o
all players|85.6% |1.59.3s |0.5 |all players|88% 1.7|26.3s[1.7
casual 84.2%  |2.1/10.75/0.9 |casual 87.2%  |1.628.35/1.6
hardcore |86.6% |2.1/8.2s |0.2 |hardcore |88.7% [1.724.5s/1.8
God rays Scale

I degree |Visibilitylo |Time|loc |I degree |Visibilitylc |Time|o
all players|59.3%  |4.4/25.3s|2.8 |all players|53.5% [2.1/69.9s(6.3
casual 61% 6.9[25s 3.8 |casual 49.9%  |2.2/89.8s/6.4
hardcore |58% 5.7125.6s/4.1 |hardcore [56.8% |2 [52.15/5.6
II degree |Visibilitylc |Time|oc |II degree |Visibilitylc |Time|o
all players|85.5%  [2.8/13.2s|1 |all players|68% 2.1/60s [17.2
casual 85.3%  |4.1/15.65/1.6 |casual 65.4% |2.1/99.3s24.4
hardcore [85.7%  |3.9/11.3s|1.1 hardcore [70.4% |2.1|24.9s|1.5
III degree Visibilitylc |Time|oc |III degree Visibilitylc |Time|o
all players(96.1%  [1.5/10.3s/0.9 |all players|87.7%  |1.3|28.85(2.8
casual 96.6% |1.6/12.25/1.9 |casual 88.2%  |1.434s |4
hardcore (98.7%  [2.3|8.8s |0.1 hardcore 87.1% |1.2|24.1s/0.5
Illuminated objects Shape

I degree |Visibility|lc |Time|loc |l degree |Visibilitylc |Time|o
all players|70.5%  (3.8/26.1s/5.8 |all players|44.1%  |1.6/68.7s|5.1
casual 69.7% |6 |35.9s/11 |casual 44.4%  |1.6/66.7s4.7
hardcore [71% 4.8/118.3s/5.1 |hardcore |43.8% |1.7/70.4s/5.3
II degree |Visibility|lc |Time|loc |[II degree |Visibilitylc |Time|o
all players|79% 3.7/128.25/7.3 |all players56.1%  |2.1/57.85/5.8
casual 71.7%  |5.9/32.1s|11.8|casual 59.5% |2.2/60.1s|6
hardcore (84.8%  |4.3/25.2s9.1 |hardcore |53% 1.9/55.6s/4.4
IIT degree |Visibility|lc |Time|loc  [III degree |Visibilityloc |Time|o
all players|79.6%  [2.5[21.6s/13.4/all players|73.9% |2.5/30.65|3.2
casual 75.3%  |4.3/38.95|29.9|casual 76% 2.535.95/3.8
hardcore |83% 2.718s 0.9 |hardcore |72% 2.6/125.952.4
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6.2 Geometry

The rotation variant demonstrated clear improvements in effectiveness with
increasing degrees. At level I, visibility was 55.9%, and players often failed to
notice the leaning object. At level II, visibility rose to 80%, with clearer navi-
gation paths emerging. Level III achieved 88% visibility, demonstrating strong
influence on player behavior. The scale variant followed a similar pattern, with
visibility improving from 53.5% at level I to 87.7% at level III, suggesting it
became effective only at its strongest implementation. The shape variant was
the least impactful. Visibility ranged from 44.1% at level I to 56.1% at level II,
with minimal improvements even at level III. The added branches to differenti-
ate the object failed to consistently attract attention, highlighting the method’s
limited salience.

6.3 Impact of the Player Type

The influence of player experience was analyzed by comparing casual and hard-
core players. For point light, hardcore players completed levels faster, averaging
one-third less time than casual players at level I, though visibility rates were
10% lower, reflecting their focused navigation. At levels IT and III, results were
similar for both groups, with visibility exceeding 90% and differences primarily
in completion times. The god ray method showed similar trends across groups,
with both casual and hardcore players achieving high visibility rates at stronger
levels, though hardcore players consistently completed levels more quickly.

The illuminated objects variant revealed marked differences: hardcore players
completed level I nearly twice as fast as casual players, and their performance
continued to improve across variants, while casual players struggled to inter-
pret the method effectively. For geometry-based cues, hardcore players generally
outperformed casual players in both completion time and navigation efficiency.
However, at the strongest level of the shape variant, casual players unexpectedly
outperformed hardcore players, achieving better visibility and faster completion
times. This suggests that the shape-based method may be less intuitive for expe-
rienced players, potentially due to over-exploration or misinterpretation of cues.

These findings emphasize the importance of tailoring navigation methods to
account for player experience and highlight the effectiveness of stronger visual
cues in guiding both casual and hardcore players.

7 Conclusions

The objective of this study was to evaluate and compare the effectiveness of
visual methods for guiding player behavior during exploratory tasks. The sur-
vey, conducted with 36 participants, demonstrated that the influence of these
methods on players’ decision-making is significantly affected by the strength of
the visual cues.

The effectiveness of light-based methods was quantified through the difference
in average pixel brightness between the highlighted area intended to attract the
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player’s attention and its surrounding environment. A critical threshold for con-
trast was identified at 10% brightness difference in the HSL color model, beyond
which a notable improvement in players’ navigation behavior was observed. This
finding aligns with values reported in existing literature, where contrast has been
analyzed in the context of other visual guidance techniques.

Parametric and visual analysis of player movement routes revealed that the
most effective geometric method was rotation, followed by scale, while shape-
based methods had the least influence. Furthermore, thresholds were identified
for the strength of these geometric methods, indicating when they begin to
meaningfully impact players’ attention. For instance, the rotation method proved
effective at a 30-degree tilt, while the scale method only became impactful at its
maximum strength, where objects were six times larger than others in the scene.
Shape-based methods, even at their strongest degree, did not reliably assist in
player navigation.

A comparison of results across casual and experienced players reinforced the
universality of these visual methods. Both groups responded similarly to the
tested techniques, suggesting their applicability across different player demo-
graphics.

It is important to note the potential influence of player curiosity during
initial levels, which may diminish the observed effectiveness of weaker variants of
the methods. This curiosity-driven exploration could obscure the methods’ true
impact at lower intensities.

An important limitation of the study design is the fixed order in which
cue intensities were presented—each method was always tested from weakest
to strongest. While this approach reflects a natural learning curve and ensures
that stronger cues are not prematurely introduced, it may also introduce an order
effect. Specifically, participants may become increasingly familiar with the game
mechanics or the visual language of the environment as they progress, potentially
improving their ability to detect cues regardless of their strength. Additionally,
the initial exposure to weaker cues may have been influenced by elevated curios-
ity and exploratory behavior, which could obscure the actual effectiveness of
these cues. Counterbalancing the order of intensity levels across participants
would have mitigated these effects and strengthened the validity of the results,
although it would have introduced additional complexity into the experimental
design. Future studies may consider randomized or balanced cue sequences to
better isolate the impact of cue strength from learning or habituation effects.

Finally, the use of a controlled, homogeneous environment in this study allows
for the generalization of results to other settings with different environmental
elements. Future research could explore the applicability of these findings in
more varied contexts, offering additional insights into the robustness of these
visual guidance techniques.

While the results presented in this study are promising, it is essential to
consider certain limitations that may affect the validity of the findings. One
potential threat to internal validity is the influence of participants’ prior gam-
ing experience or expectations, which may have shaped how they perceived and
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responded to the cues. Although the test environment was intentionally simpli-
fied to control for external variables, the stylized and homogeneous design may
reduce ecological validity compared to real-world game settings, where players
encounter more complex visual and narrative contexts. Additionally, the short
duration of the experimental sessions may not fully capture how players adapt to
visual cues over extended gameplay. Future research should aim to validate these
findings in more immersive and varied environments, incorporating longer play
sessions and more diverse participant groups to strengthen the generalizability
of the conclusions.
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Level design is a fundamental and intricate phase in the game development
process, playing a crucial role in shaping the player’s experience. The virtual
environment, within which a game unfolds, is not merely a background element
but an active component that significantly influences both narrative delivery and
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player immersion. The deliberate structuring of space to evoke specific emotions,
guide the player’s perception, and align with gameplay objectives is a complex
challenge. Achieving the desired effect requires careful planning, extensive design
work, and a deep understanding of spatial composition.

Traditionally, game levels and environments intended to facilitate storytelling
or enhance player experience are manually crafted by skilled level designers.
This approach ensures that every detail—from layout and lighting to object
placement—contributes to the intended gameplay dynamics and emotional
impact. When designing a level tailored to a specific game concept, mechan-
ics, or playstyle, numerous factors must be analyzed and seamlessly integrated
into a coherent framework [18]. The interplay of aesthetics, functionality, and
player psychology dictates the success of the final design.

In recent years, the field of Procedural Content Generation (PCG), including
the automated creation of game levels, has been gaining traction as an alterna-
tive or complementary approach to manual design. The advancement of PCG
techniques has led to the development of various algorithms and methods capa-
ble of generating diverse virtual spaces. However, despite the progress in this
domain, algorithmically generated environments frequently fall short in deliv-
ering the depth of immersion achieved by handcrafted levels. Many procedural
techniques focus on efficiency and variability but often lack the nuanced spatial
storytelling elements that define high-quality level design [6].

The present study explores whether it is feasible to develop a tool that
integrates spatial characteristics defined by the Kazimierz Wejchert impression
curve as a guiding parameter for procedural environment generation. To achieve
this, a generator was designed based on a modular system structured around
an urbanized setting—specifically, a street environment. The generated virtual
space was composed of individual modules that reflected values corresponding to
the impression curve scale, thereby aiming to replicate human spatial perception
in a controlled manner.

To validate this approach, a series of test environments were procedurally
generated, each structured to align with varying impression curve values. Sub-
sequently, experimental tests were conducted to assess the effectiveness of the
method and verify whether it successfully produces immersive, perception-driven
spatial compositions. The findings contribute to the ongoing discourse on bridg-
ing procedural generation techniques with human-centered design principles,
offering insights into the potential for more immersive and narratively cohesive
automated level design.

2 Related Works

Since the designed tool incorporates subjective parameters such as emotions
and impressions, it becomes essential to establish a quantifiable framework
that translates these intangible experiences into measurable values. One of the
methodologies introduced in architectural studies that aligns with this need is
the impression curve, a concept developed by Kazimierz Wejchert [20]. This
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tool is based on a ten-grade scale used to assess variations in spatial perception
over time or distance, typically presented in graphical form. By assigning spe-
cific characteristics and spatial features to numerical values, Wejchert’s approach
provides a structured method for analyzing urban environments, with particular
emphasis on streets as dynamic, spatiotemporal sequences.

The impression curve has traditionally been employed to evaluate the attrac-
tiveness and perceptual qualities of streets, public spaces, and other elements of
urban landscapes. It has been widely used in architecture and urban planning
as a means to analyze human reactions to spatial arrangements and their aes-
thetic impact [3,9]. Furthermore, it has found application in real estate valuation,
where spatial perception plays a role in determining property desirability [12].
Despite its broad use in the analysis of real-world environments, the application
of the impression curve to virtual spaces remains a relatively unexplored domain
[16]. Early research efforts in this field, as presented in [14,15], provided the
first indications that the impression curve could serve as a valuable tool in the
design and evaluation of digital environments. More recent studies further sup-
port this idea, demonstrating that it is possible to apply the impression curve in
the assessment of virtual spaces at various stages of level design in video games
[2]. This highlights its potential as a quantitative method for evaluating spatial
immersion and user experience in digital environments.

Architecture and level design share many common principles and design
methodologies, as indicated in [17]. The author of this study not only identifies
the parallels between these fields but also explores the transfer of architectural
concepts and spatial planning techniques to the design of virtual environments.
One of the key factors influencing the level of immersion in a video game is
spatial simulation [13]. In both real-world and digital environments, individuals
instinctively construct cognitive maps of their surroundings, gradually memoriz-
ing distinctive elements and using them for navigation. This process, fundamen-
tal to human spatial perception, is equally applicable to virtual worlds, where
the arrangement of objects, pathways, and landmarks influences how players
interact with and explore their surroundings. The way in which space is struc-
tured significantly impacts the player’s ability to navigate and their motivation
to explore, reinforcing the importance of intentional level design.

A well-designed game environment, much like an urban setting, can subtly
guide player movement and encourage exploration through careful placement of
visual cues and suggestive design elements. A clear example of this approach is
Disneyland, where architectural and spatial design are deliberately employed to
direct visitors’ paths and enhance their overall experience [11]. Similarly, in video
game level design, the application of architectural knowledge enables the creation
of spaces that feel realistic, engaging, and intuitive to explore. Beyond realism,
this approach allows games to serve as immersive representations of distant,
lost, or even entirely fictional locations, reinforcing the idea that video games
can act as experiential tools for exploring environments that might otherwise be
inaccessible [10].
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The studies presented above underscore the significant impact of architec-
tural techniques on increasing player immersion and shaping the perceptual
experience of digital spaces. Prior research confirms that the impression curve
can be successfully applied to the evaluation and validation of virtual worlds,
offering a structured and quantifiable method for assessing spatial design and
user engagement. By integrating architectural analysis with level design method-
ologies, future research can further refine these approaches, bridging the gap
between real-world spatial perception and the immersive potential of digital
environments.

3 Modular Approach

The problem of generating urban spaces can be divided into four stages, each
of which is carried out using different methods: space planning, which involves
the division into streets and designated areas for buildings, the generation of
the external appearance of buildings, the internal spatial division of structures,
and the distribution of details and furnishings within the generated environ-
ment [4]. These stages contribute to the overall realism and functionality of the
virtual space. However, evaluation criteria typically focus on aspects such as
realism, scale, variety, performance, or algorithm control, while the degree of
player immersion is often not taken into account [7]. Most research in this area
emphasizes the development of techniques for procedurally generating cities and
buildings, analyzing performance, the degree of control over the process, and
the runtime efficiency of algorithms. While these aspects are essential for opti-
mizing generation methods, they do not sufficiently address the influence of the
generated space on gameplay and player experience, as seen in studies such as
[1,8,19]. In this paper, the criteria for verifying the performance of the system
will be based on how closely the players’ impressions, expressed on the ten-point
scale of the impression curve, correspond to those assumed at the stage of space
generation.

The layout and generation of buildings are carried out using two primary
methods: employing objects that represent entire building models or constructing
objects from smaller modules. Another possible approach involves algorithms
that directly operate on a grid-based system [1]. The first method is the most
straightforward in terms of implementation but is also the most time-consuming.
Designing an entire building as a single model requires considerable manual
effort, particularly when a diverse set of structures is needed to maintain the
visual variety of the environment. While procedural algorithms can modify the
geometry of pre-existing models to introduce variation, they do not provide
complete control over the resulting forms. This limitation is problematic for an
urban environment generator that relies on specific perceptual guidelines, such
as the impression curve, as an input factor. To address this issue, the modular
approach to building generation was adopted.

Authors in [5] classified modular construction methods based on the type of
modules used, identifying three main categories. The first type consists of small,
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indivisible modules that serve a specific function but cannot exist independently
within a scene. Examples of such modules include windows, pillars, or doors,
which must be combined with other elements to create a complete structure.
The second type, referred to as the “box” concept, defines modules as larger
architectural units that incorporate a greater level of detail and do not necessar-
ily require integration with additional components. Some of these modules can
function as standalone objects, appearing in the generated environment without
further modification. The third type is a hybrid approach that combines ele-
ments of the first two categories, offering larger modular components composed
of smaller, indivisible objects. Although this method allows for the creation of
complex and unique architectural forms, it also presents challenges related to
computational efficiency and design constraints.

For the design of the urban space generator, the “box” concept was selected
due to its ability to balance control over architectural details, the level of vari-
ation in structures, and the efficiency of module creation. Research conducted
in [5] indicates that this approach provides an optimal compromise between
maintaining a detailed and recognizable architectural style while allowing for
procedural diversity in the generated space. By adopting this method, the gen-
erator can produce urban environments that align with predefined perceptual
expectations, ensuring that the spatial experience conforms to the intended val-
ues of the impression curve. This structured approach facilitates the creation
of immersive and coherent virtual spaces while maintaining a level of flexibility
that supports both design efficiency and user engagement.

4 Methodology

The aim of the research was to verify the performance of the generator and the
modular structure for defining space developed within it, as well as to verify the
application of the impression curve as a set of data shaping a reliable space at
the stage of advanced blockout without human intervention. To the generator, 49
base modules were prepared, which were then additionally modified by adding
additional decorative elements, thus obtaining 210 modules that will be used to
generate buildings. Based on the quantisation of grades prepared by Kazimierz
Wejchert in [20], individual modules received scores. To further reduce the prob-
ability of the occurrence of a sense of boredom with the environment, which is
reflected in the scale by a downgrading, an additional system based on prob-
ability was used, according to which a given module can be assigned multiple
assessments with a numerical chance of their occurrence within a given rating.
This allowed the scores to be blurred in such a way that modules designed for
lower scores could also appear within higher scores, but with correspondingly
lower probability. This allowed more realism and more modules to be matched
to a particular grade. The division of modules according to their function was
also introduced - base or ground level (always present and being level 0), floors
(levels above 0), roof/ceiling (being the tip of the building). A given module has
a selected value of the impression curve based on its complexity. Examples of
designed modules can be seen in Fig. 1.
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Fig. 1. (a) Examples of modules serving as a base, (b) examples of modules serving as
floors. Examples of modules from which buildings are constructed.

As the impression curve tool works best with linear spaces, the street was
used as a form of urban environment. Twenty-two street structure templates were
also designed and assigned to specific grades based on theories from the field of
architecture. All models are based on simple geometry only, as it is already
possible to use the impression curve at this level design stage [2|. Additional
input for the application was also the determination of the acceptable quantity
of one module. This allows adjustment of how many times the same modules
can be used in a particular grade. Lower grades had larger values, while higher
grades had smaller and smaller values, to avoid a situation where many modules
are repeated and create a feeling of monotony.

A test application was prepared for the research. The character, which is
controlled by the player, uses a first-person camera. To maintain the linearity of
the test, additional restrictions were introduced so that the user can only move
along a dedicated section of the street, even if the street has additional openings
or branches. Each level consists of generated sections of street and is on average
50 units in length, with an evaluation of the environment taking place halfway
through. The player moves at a speed of 5 units per second - so assuming the
player does not stop and moves in the right direction all the time, they reach
the next point in about 10s.

The environment has three levels (referred to as L1, L2 and L3 hereafter), dif-
ferent impression curves were used to generate each level. All three streets consist
of 7 fragments generated by the program and evaluated during the experiment.
The values of the impression curve from which each level was created are as
follows: L-1-1, 3,4,4,5,3,2,L-2-4,3,5,6,6,8, 7, L-3-4,5,7,9, 10, 8, 5.
The choice of three levels with slightly different values and curve shapes allows
the different courses of the impression curve to be examined.
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5 Generator Implementation

The functioning of the generator is based on a structured data system in the
form of an object that stores information about all predefined modules. Each
module is characterized by a set of parameters that determine its properties and
placement rules within the generated environment. These parameters include
the type of module, its dimensions, window styles, and specific impression curve
values within which the module can appear, along with the associated probability
(weight) for each value. Additionally, the structure contains information about
whether the module has alternative versions, which may differ in terms of detail,
as well as which walls of the module contain additional decorative elements
such as windows, balconies, or protruding architectural features. The module
manager also incorporates a set of predefined street templates, each of which has
associated ratings that determine its probability of selection. Within each street
template, there are designated building placement areas that include constraints
on the types of modules that can be selected for that location. These constraints
specify the allowable module sizes and define which walls of the buildings can
contain decorative elements. By enforcing these constraints, the system ensures
that adjacent buildings do not have overlapping side-wall decorations, preventing
visual inconsistencies and maintaining architectural coherence in the generated
environment.

The generator operates by processing the impression curve values provided
as input and selecting corresponding street templates based on their assigned
evaluation scores. Once a street template is chosen, the system proceeds to gen-
erate buildings within the designated areas by sequentially selecting their base,
main structure, and roof. At each step of this process, only modules that are
compatible with the given evaluation criteria and impression curve values are
considered. Additionally, the probability weight assigned to each module influ-
ences its likelihood of being selected, meaning that modules with higher weights
for a particular impression curve value have a greater chance of being used in
the final generated environment.

To maintain variety and prevent excessive repetition of specific modules
within a single street, the generator tracks the number of times each module has
been selected. This mechanism ensures that no module appears more frequently
than permitted by the predefined program parameters for a given impression
curve evaluation. The described sequence of operations is applied iteratively to
each of the impression curve values provided as input to the generator, resulting
in a procedurally assembled urban space that aligns with the intended spatial
perception and design objectives.

6 Procedure

There were 36 participants in the study, the vast majority of whom (n = 33)
were aged between 16 and 27 years old. Each participant knew the basics of
computer use, was familiar with computer games and common control schemes.
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The experiment was conducted remotely. An important assumption was that the
subject had no information regarding the impression curves used to generate the
levels, and each level was passed only once without repeating the experiment.

At the beginning of the test, an introductory screen was displayed to famil-
iarize the participant with the details of the experiment. The message provided
information regarding the number of levels, the purpose of each level, and a
brief explanation of the evaluation procedure. Additionally, the participant was
informed about the evaluation scale, with an important clarification that a score
of 1 corresponds to a simple and uninteresting environment, while a score of 10
represents a highly engaging space rich in detail and architectural dominants.

Once the participant acknowledged the message, they were allowed to explore
the virtual street environment. Upon reaching the designated evaluation point,
movement was restricted, although the participant retained the ability to look
around freely. The evaluation process commenced as soon as the participant
confirmed their readiness by pressing the designated button. Following the eval-
uation, movement was re-enabled, allowing the participant to continue exploring.

Reaching the end of the street triggered progression to the next level. In cases
where the completed stage was the final one, a concluding screen was displayed.
Upon completion of the experiment, a CSV file was generated, recording the
participant’s ratings for each of the three tested levels. Examples of the generated
street segments evaluated during the study can be seen in Fig. 2.

Fig. 2. Sample screenshots showing street fragments that were generated with the
implemented system and were evaluated during the study. Fragments generated sequen-
tially from grades: 4, 8, 6, 9, 10, 8. Screenshots from the application showing the gen-
erated street sections.

7 Results

Before the results could be analyzed, they had to be properly processed so that
comparisons could be made between the results and the values used in the gen-
erator. The impression curve represents subjective values of impressions, but



86 A. Sasinowski et al.

according to research, individual elements in space influence the observers’ feel-
ings to the same or similar extent. This means that it is possible to use individual
impression curve plots to prepare an averaged result [2,20].

measuring pointl 1 | 2 | 3 | 4 | 5 | 6 7
L1
original value 1 3 4 4 5 3 2
average 3.81 4.58 5.64 5.42 6.33 4.42 3.53
standard deviation 1.647 1.498 1.566 1.479 1.528 1.422 1.481
L-2
original value 4 3 5 6 6 8 7
average 5.1 4.44 6.28 6.92 6.81 7.75 7.1
standard deviation 1.021 1.257 1.304 1.320 1.350 1.441 1.429
L-3
original value 4 5 7 9 10 8 5
average 5.1 55 6.75 9.14 8.81 8.44 6.42
standard deviation 1.286 1.236 1.187 0.787 1.023 1.383 1.233

Fig. 3. Summary of the values used to generate the street, the mean scores of the
experimental participants and the standard deviation for each level.

Due to the inherently subjective nature of the experiment, the ratings pro-
vided by individual participants exhibited variations both in scale and in the
range of values used. Some participants utilized the entire spectrum of avail-
able ratings, while others predominantly assigned lower or higher scores, limit-
ing their evaluations to a narrower subset of the scale. Additionally, there were
noticeable differences in the way ratings fluctuated throughout the experiment.
In many cases, participants provided scores that followed a relatively stable and
linear pattern of increase or decrease. However, for some individuals, the assigned
ratings appeared more inconsistent, with abrupt changes in values, leading to
greater fluctuations between subsequent evaluations.

To analyze the collected data, the mean and standard deviation were cal-
culated for each evaluation point across all three tested levels. The summary
of the original values used for generating the street fragments, along with the
computed statistical measures, is presented in Fig.3. The observed standard
deviations confirm the diversity in rating tendencies among participants, reflect-
ing the subjective differences in how individuals perceived and evaluated the
generated spaces. Notably, the standard deviations appear to be higher for the
first level, which may indicate that participants initially lacked a clear reference
point for how to appropriately distribute their ratings along the scale. As the
experiment progressed, this variability tended to stabilize, suggesting that par-
ticipants gradually developed a more consistent internal framework for assessing
the environments. This pattern highlights the importance of contextual famil-
iarity in subjective evaluations, where early assessments may be influenced by
uncertainty or a lack of comparative reference, gradually adjusting as users gain
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more experience with the task. Examples of the street sections evaluated by par-
ticipants, representing the lowest, intermediate, and highest grades used in the
experiment, are shown in Fig. 4.

Fig. 4. Examples of points where participants in the study were asked to evaluate
the space. All of the points presented were then used in the questionnaire. Extracts
with the lowest, intermediate and highest grade are presented. The fragments generated
sequentially from the grades: 1, 5, 10, 1, 5, 10. Screenshots from the application showing
the generated street sections.

8 Discussion

The impression curve is a tool influenced by the subjective feelings and predis-
positions of the observer. Depending on the individual, the rating scale may vary
and be used to a different extent. This means that as a criterion by which to
confirm the effectiveness of the implemented generator, it cannot be used only
whether the average of the samples observed during the experiment is close to
the original value of the curve at a given point (Fig. 5).
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Fig. 5. Comparison of the course of the original impression curve and the average
impression curve for the conducted research.
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In this regard, additional criteria have also been adopted in terms of which
the effectiveness of the solution will be tested:

— The same trend of ratings between points was observed. This means that the
monotonicity of the averaged curve is the same as the impression curve from
which the level was generated.

— The numerical change in mean scores between points is like the numerical
change in scores from the impressions curve used.

— The global extremes are at the same points.

Figure 6 highlights where the trend of the averaged curve differs from that
assumed. However, it is worth noting that two of these differences relate to
two street sections that were generated using the same value. The system used
the same values, which means that the user had to travel twice as long a route
generated using the same rules and the same pool of available modules for the
grade. The author in [20] pointed out that a lack of change in the structure of
the space or in the amount of detail negatively influences the feeling, so that a
decrease in such places, although different in trend from the assumed one, is not
accepted as an anomaly.

section| 1-2 | 2-3 3-4 4-5 5-6 6-7

L-1

trend - original curve increase increase constant increase decrease decrease

trend - averaged curve increase increase decrease increase decrease decrease
L-2

trend - original curve decrease increase increase constant increase decrease

trend - averaged curve decrease increase increase decrease increase decrease
L-3

trend - original curve increase increase increase increase decrease decrease

trend - averaged curve increase increase increase decrease decrease decrease

Fig. 6. Comparison of the trend between individual points between the original and
the averaged impression curve.

Analysing the change in scores between individual sections of the averaged
impression curve against the change in values for the original curve allows us
to see how effective and accurate the implemented system is in controlling the
player’s feelings. The calculated numerical changes are shown in Fig. 7. A dif-
ference of at least 0.5 was taken as the difference between the expected value
and the averaged value, which can be considered significant. This is due to the
previously mentioned elements such as different rating scales among users. The
first point where the calculated difference is relatively large is the very begin-
ning of the first level. This is most likely since the players had no reference point
at the beginning of the experiment and each participant took a different input
threshold for the ratings. The largest discrepancy in the change in the value of
the ratings between the different points was observed in the third level, which
contained not only the highest ratings but also the largest increases or decreases
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secion| 1-2 | 2-3 | 3-4 | 4-5 | s5-8 | 6-7
L-1
change in grades- original curve 2 1 0 1 -2 -1
change in grades - averaged curve 0.77 01.06 -0.22 0.91 -1.91 -0.89
difference (absolute value) 1.23 0.06 0.22 0.09 0.09 0.11
L-2
change in grades- original curve -1 2 1 0 2 -1
change in grades - averaged curve -0.67 1.84 0.64 -0.11 0.94 -0.64
difference (absolute value) 0.33 0.16 0.36 0.11 1.06 0.36
L-3
change in grades- original curve 1 2 2 1 -2 -3
change in grades - averaged curve 0.39 1.25 2.39 -0.33 -0.37 -2.02
difference (absolute value) 0.61 0.75 0.39 1.33 1.63 0.98

Fig. 7. Comparison of the numerical change of scores between the different points.
A positive value means an increase by a given value, while a negative value means a
decrease.

between them. One reason may be the assumed length of the street, which was
too short to express such large differences in player sentiment when the ratings
are already at a high level. This also means that the system should not only take
into account the mere trend between grades through a different pool of modules,
the frequency and multiplicity of their occurrence or the structure of the space,
but should also take into account the intensity of change.

While this study focused exclusively on the spatial geometry of urban envi-
ronments, it is important to acknowledge that additional factors such as light-
ing, textures, sound design, and gameplay context also significantly influence
the player’s perception of space. These elements were intentionally excluded to
isolate the effects of spatial structure, but their impact has been described in
prior work, particularly in [2]. This provides a foundation for future studies aim-
ing to integrate multiple sensory and contextual elements into impression-based
procedural generation.

9 Conclusions

The research presented here indicates that implementing an urban space gener-
ator using impression curve values as input is possible, and furthermore, using
geometry alone to represent urban objects is sufficient to predict the player’s
feelings, confirming previous research in this area. Further improvements to the
performance of the system and additional research could be conducted. Some
of the potential improvements that were highlighted after analyzing the results
include:

— Considering the values of the previous street fragment for additional space
modifications to create smoother transitions and maintain continuity between
segments.

— Implementing additional rules for the generator when the impression curve
used as input contains several consecutive points with the same value to avoid
repetitive spatial structures.
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— Generating additional decorations and environmental elements for higher-
rated segments to enhance detail richness and improve player perception of
space.

An important addition to the research will be an analysis of the influence of
player characteristics, such as player type and player motivation and prior expe-
rience with design or architecture, on the alignment of the assigned ratings with
the shape of the original impression curve. Understanding these variations could
provide insights into how different users perceive and evaluate virtual spaces,
potentially refining the application of impression curves in procedural urban
environment generation. This direction represents an opportunity for further
development in integrating architectural principles into virtual spatial design.
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duration, interaction frequency, revisit counts, and head movement sta-
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ment between predicted and actual memory performance. Our findings
align with established cognitive theories, indicating that increased inter-
action and attentional engagement enhance memory retention. Further-
more, comparisons with prior research on perceptual judgments and spa-
tial memory reinforce the model’s effectiveness in capturing real-world
cognitive processes. This study introduces a scalable, non-invasive app-
roach to cognitive modeling, bridging Al-driven analytics with AR-based
learning. The results have broad implications for education, medical
training, AR-based flight simulation training, and workforce develop-
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1 Introduction

The integration of Artificial Intelligence (AI) and Augmented Reality (AR) has
ushered in a new age of human-computer interaction, with significant implica-
tions for cognitive science and education. AR integrates digital content with
the real world, creating immersive environments that transform how individuals
interact with complex information [1]. However, the effect of AR on memory
retention, a key factor in learning effectiveness, remains insufficiently explored.
This gap in knowledge presents a significant challenge, as memory retention is
essential for the long-term success of educational and training interventions.

A study by Chen et al. [2] examined using Microsoft HoloLens for learn-
ing anatomy and physiology, comparing AR-based instruction to traditional
PowerPoint lectures. Their findings revealed that while AR learning methods
improved student engagement and reduced test anxiety, they did not significantly
enhance memory recall compared to conventional methods. This highlights the
need to refine AR-based learning frameworks to improve long-term retention
and recall rather than focusing solely on engagement. Similarly, Gargrish et
al. [3] investigated an AR-based Geometry Learning Assistant and found that
while AR enhanced student engagement and visualization skills, it did not sig-
nificantly improve long-term memory retention. Makhataeva et al. [4] developed
the ExoMem framework, integrating computer vision and Al-driven spatial local-
ization to augment memory. Their study found that AR significantly reduced
cognitive load, improved accuracy, and enhanced performance in object-location
memory tasks, with participants making 7.52 times fewer errors and completing
tasks 27% faster. While highlighting AR’s potential for memory augmentation,
the study primarily focused on spatial cognition rather than general memory
retention.

Beyond education, Al-driven AR systems have shown significant advance-
ments in manufacturing applications, where AR reduces cognitive load by pro-
viding real-time task-related information without disrupting user focus [5]. Tra-
ditional AR methods in manufacturing rely on non-Al strategies for detection,
tracking, and camera calibration, limiting their adaptability to dynamic envi-
ronments. Al integration in AR has enhanced real-time adaptability through
deep learning, object tracking, and ontology-based knowledge representation,
providing a more scalable and practical solution across multiple domains. The
potential of Al-enhanced AR systems in adaptive learning environments remains
an underexplored area that can benefit from these innovations.

Memory retention is a multifaceted process influenced by cognitive, sensory,
and environmental factors [6]. Research in cognitive psychology has established
that attentional engagement plays a pivotal role in memory encoding, with
increased interaction and focus on stimuli leading to stronger memory traces
[7]. Traditional methods for studying memory, such as eye-tracking and elec-
troencephalography (EEG), have provided valuable insights into the relation-
ship between gaze fixation and knowledge retention. However, these methods
face significant limitations in dynamic environments, particularly AR settings.
For instance, while eye-tracking can identify objects of focus, it cannot capture
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the underlying cognitive processes or perceptions [8]. Similarly, movement arte-
facts often contaminate EEG data, complicating analysis and interpretation [9].
Given these challenges, there is a need for innovative, non-invasive approaches
that seamlessly integrate with AR technologies.

Recent studies have explored Al-based models for predicting memory reten-
tion, primarily relying on physiological signals such as pupil dilation, heart rate
variability, and EEG data [10]. While promising, these approaches rely heavily
on biometric data, limiting their scalability and practicality in real-world appli-
cations. This research proposes a novel Al-driven memory prediction framework
that utilizes behavioural interaction data exclusively captured within AR envi-
ronments. By focusing on metrics such as gaze duration, interaction frequency,
revisit counts, and head movement stability, the framework offers a practical and
scalable solution for predicting memory retention.

The key Contributions of this Research are as Follows:

— Development of an Al-driven memory prediction model trained on the
Microsoft HoloLens 2 sensor data.

— Design of a computational framework for non-invasive cognitive modeling in
AR environments.

— A comparative analysis of AI model predictions against user-reported memory
retention demonstrates the model’s accuracy and reliability.

This study significantly advances personalized learning and adaptive edu-
cational systems by bridging the gap between Al-driven cognitive models and
AR-based learning environments. The proposed framework addresses a critical
gap in the literature by introducing a scalable, non-invasive solution for real-time
memory prediction. This innovation enables the development of more effective
and engaging learning experiences. The findings have broad implications across
multiple domains, including education, medical training, and workforce develop-
ment, where optimizing learning efficiency and outcomes is essential.

2 Related Works

Memory retention has been widely studied using eye-tracking and electroen-
cephalography (EEG) techniques to analyze the relationship between gaze fixa-
tion and cognitive load [11]. Prior research has demonstrated that gaze duration
and pupil dilation correlate with attentional focus, a key factor in memory for-
mation [12]. Kolnes et al. [13] further expanded on this by showing that pupil
dilation reflects the breadth of attention, underscoring its utility in assessing
cognitive dynamics.

EEG was also used to analyze the relation between brainwave activity and
reaction time [14] and mental fatigue [15] in flight simulator sessions. EEG stud-
ies highlight theta and gamma oscillations as keys to memory encoding and
retrieval. Theta activity in the medial temporal lobe (MTL) and neocortex corre-
lates with memory accuracy and confidence, while theta-gamma phase-amplitude
coupling (PAC) supports detailed memory representations [16].
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Wynn et al. [17] found that parietal theta power correlates with memory con-
fidence, while frontal and parietal gamma oscillations support memory accuracy
and decision-making. Increased gamma power during retrieval facilitates pattern
completion and neocortical information reinstatement.

Recent research has extended these findings to augmented reality (AR) envi-
ronments, where physiological measurements, including EEG and eye-tracking,
are used to assess cognitive load during AR-based learning and training. How-
ever, these methods face challenges in dynamic environments due to signal con-
tamination and practical limitations. Studies suggest that Al-based behavioural
analysis offers a scalable alternative for predicting memory retention without
requiring intrusive biometric data. Suzuki et al. [18] systematically reviewed
physiological methods in AR, identifying EEG and eye-tracking as the most
prevalent techniques for assessing cognitive load. Their findings emphasize that
a multi-method approach integrating EEG, eye-tracking, and self-rating scales
enhances assessment reliability. Vortmann et al. [19] demonstrated that EEG
and eye-tracking can distinguish attention between real and virtual objects in
AR, achieving 77% accuracy using machine learning. These studies highlight the
potential of EEG-based brain-computer interfaces (BCIs) to adapt AR content
in real-time, enhancing cognitive training and educational tools.

Gargrish et al. [20] found that AR-based geometry learning significantly
improved memory retention compared to interactive simulation (IS) methods.
Over two months, AR students showed higher retention scores (12.24 post-
learning, 11.76 after one week, 11.32 after two months) versus IS students (9.64,
8.00, 6.44). The immersive, interactive nature of AR enhanced engagement, visu-
alization of abstract concepts, and long-term memory consolidation. Shen et al.
[21] further advanced this field by developing a memory augmentation agent
using machine learning and natural language encoding: their system, which uses
large vision language models, encoded and retrieved egocentric video data from
AR headsets. Using the QA-EgodD dataset, it achieved a BLEU score of 8.3, a
metric to evaluate text quality against human references, outperforming previous
models (3.4-5.8). A user study showed that the agent enhanced episodic mem-
ory recall, surpassing human performance in retrieving spatial and event-based
details.

While these advancements demonstrate the potential of AR for memory
retention, practical challenges persist in implementing these techniques in real-
world applications. Both Suzuki et al. [18] and Vortmann et al. [19] highlight
the need for lightweight, non-invasive EEG solutions that can be seamlessly
integrated into AR headsets. Building on these studies, our research leverages
Microsoft HoloLens 2 sensors to analyze user retention through gaze duration,
interaction frequency, revisit counts, and head movement stability metrics. Our
work goes beyond traditional AR by using deep learning to model memory reten-
tion, an area that has been largely unexplored in prior research. Unlike studies
relying on physiological signals, we leverage behavioral data for a more acces-
sible, contact-free approach, making it more practical for real-world education
and training.
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3 Material And Methodology

This study presents an Al-based framework for predicting memory retention in
augmented reality (AR) environments using deep neural networks (DNN) trained
on behavioural interaction metrics. The proposed model is designed to process
behavioural data, including gaze duration, interaction frequency, revisit count,
and head movement stability, which is captured using Microsoft HoloLens 2 sen-
sors. By leveraging deep learning, this model learns patterns in user interaction
behavior and predicts the likelihood of remembering specific objects.

3.1 Experimental Setup

The study was designed to develop and validate an Al-based model for predict-
ing memory retention in augmented reality (AR) environments using behavioural
data captured through Microsoft HoloLens 2 sensors. The AR environment was
developed using Unity 3D and integrated with the Microsoft HoloLens 2 plat-
form. The environment consists of interactive learning tasks designed to simulate
real-world educational scenarios, as illustrated in Fig. 1.

Participants: Thirty-six participants with varying augmented reality knowl-
edge were recruited for the study. Before the experiment, participants received
a briefing on the study objectives and provided informed consent.

Procedure: The study was conducted in a controlled AR environment using
Microsoft HoloLens 2 to evaluate memory retention through interactive object
engagement. Each participant was given the HoloLens 2 headset, which was care-
fully adjusted to ensure proper fit and calibration. Before beginning the experi-
ment, participants received a brief explanation of the study objectives and were
given instructions on interacting with the AR environment. Once the experiment
started, various virtual objects were instantiated and positioned within the par-
ticipant’s field of view. Participants were instructed to click on each object to
reveal its name, which was displayed in a text field within the AR interface.
They were also encouraged to revisit and interact with objects multiple times
to reinforce memory retention. This process was designed to simulate real-world
learning and recall mechanisms.

Throughout the interaction phase, the system continuously recorded the fol-
lowing behavioural data:

Object Name: The specific object that the participant interacted with. Inter-
action frequency: The number of times a participant clicked on each object.
Revisit count: The number of times a participant returned to a previously
interacted object. Head movement stability: Quantified as the variance of
head rotation and position over a fixed time window, used to assess attentional
focus and cognitive engagement. The interaction phase lasted for five minutes,
during which participants could freely explore the AR environment and interact
with the objects as they wished. This ensured that participants had adequate
exposure to all objects and could reinforce their memory through repeated inter-
actions.
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After the interaction phase, participants received a brief 5-minute pause
before completing a free recall form, where they listed objects remembered from
the session. No object lists or prompts were provided, ensuring unbiased memory
retrieval. No false recalls occurred, though some participants omitted objects,
reflecting natural variability. These responses served as ground truth for evalu-
ating the predictions of the AI model.

Fig. 1. (a-b) shows the user interface design in Unity for the AR-based memory reten-
tion experiment using Microsoft HoloLens 2. (c-e) illustrates the user interactions with
objects in the world.

3.2 Al Model Training and Prediction Using Deep Neural Networks
(DNN)

This study adopts an efficient approach for predicting memory retention by
encoding image identity through category embeddings rather than processing
raw image data. The proposed model receives two distinct inputs: behavioural
features and object categories. The behavioural features comprise gaze duration,
interaction count, revisit frequency, and head movement, which indicate user
engagement within the augmented reality environment. The object category is
represented as an integer and mapped into a continuous vector space via an
embedding layer. This enables the model to learn dense semantic representations
of object classes such as “Bee” or “Carousel.”

As illustrated in Fig.2, these two input streams are concatenated and pro-
cessed through a fully connected neural network of two hidden dense layers with
ReLU activation functions, followed by a dense softmax output layer. Dropout
layers are incorporated to mitigate overfitting and enhance generalization. The
final layer of the model is a softmax classifier that outputs one of four memory
states: Strong Recall, Weak Recall, Cognitive Overload, or Lack of Engagement.
The detailed configuration of the model layers is presented in Table 1.
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To enhance model performance, Bayesian Optimization is employed to fine-
tune key hyperparameters, including learning rate, number of units in each dense
layer, batch size, and early stopping patience. The model is trained using the
Adam optimizer with categorical cross-entropy as the loss function. Early stop-
ping based on validation loss ensures robust generalization.

This approach offers a lightweight yet semantically rich solution by leverag-
ing category embeddings instead of visual feature extraction. It maintains the

|

INPUT Deep Neural Network
Object Classification: l
Bee
Carousel Embedding Layer

Chess (Transforms class ID to
Eiffel Tower desnse vector) OUTPUT
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Interaction_Count
Revisit_Count . Optimizer: Adam
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Hyperparameter Tunning:
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Fig. 2. An overview of the deep learning framework for memory state classification
using behavioral features and embedded object categories. Outputs correspond to four

memory states, with model parameters optimized via Bayesian optimization.

Table 1. Model architecture summary.

Layer (type)

Output Shape/Param #

Connected To

input_layer 3 (InputLayer) |(None, 1) 0 =

embedding 1 (Embedding) |(None, 1,4) 40 input_layer 3[0][0]
input_layer 2 (InputLayer) |(None, 4) 0 —

flatten 1 (Flatten) (None, 4) 0 embedding 1[0][0]

concatenate 1 (Concatenate)

(None, 8) 0

input_layer 2[0][0], flatten_1[0][0]

dense 3 (Dense) (None, 20)  |180 concatenate _1[0][0]
dropout_ 2 (Dropout) (None, 20) |0 dense _3[0][0]
dense 4 (Dense) (None, 30) 630 dropout_ 2[0][0]
dropout 3 (Dropout) (None, 30) |0 dense 4[0][0]
dense_5 (Dense) (None, 4) 124 dropout_3[0][0]
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Table 2. Categorization of memory states by the AI model based on user interaction
metrics.

Predicted Memory State/AI Interpretation (Based on User Interaction Metrics)

Strong Recall High interaction counts and long gaze duration
indicate deep engagement [7]|. Frequent revisits
reinforce memory encoding, and stable head
movement reflects focused attention [12].

Weak Recall Low interaction counts and short gaze duration
suggest brief engagement [12]. Few revisits and stable
head movement indicate passive involvement.

Cognitive Overload Moderate interaction with high revisit counts and
frequent gaze shifts implies cognitive strain [13].
Unstable head movement reflects difficulty processing
multiple stimuli [18].

Lack of Engagement Very low interaction, minimal revisits, short gaze
duration, and unstable head movement suggest low
attention and disengagement [12,18].

capacity to capture object identity while ensuring scalability and practicality for
deployment in real-world augmented reality learning environments (Table 2).

4 Results and Discussions

The proposed deep neural network model was evaluated using the accuracy of
training, validation, and loss metrics. As shown in Fig.3, the model demon-
strated stable convergence across training epochs. It achieved a final training
and validation accuracy of 0.94 and 0.93, respectively, indicating strong predic-
tive performance on the held-out validation data. The accuracy curves rapidly
increased during the initial training epochs, followed by convergence beyond
epoch 80. This trend suggests that the model effectively learned representa-
tions from the behavioural interaction features: gaze duration, interaction count,
revisit frequency, and head movement alongside the embedded object categories.
Correspondingly, both training and validation loss decreased steadily, stabiliz-
ing below 0.2, indicating efficient minimization of prediction error. In addition
to classification accuracy and loss, the model achieved a mean absolute error
(MAE) of 0.14 and a mean squared error (MSE) of 0.404 on the validation set.
These low error values indicate that the predicted memory states closely align
with the true labels. The results confirm the model’s suitability for general-
ization and effectiveness in memory state classification using embedded object
categories and behavioural interaction features. The observed learning behaviour
supports the model’s potential application in real-time augmented reality (AR)-
based learning environments for personalized memory prediction.
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Fig. 3. Training and validation accuracy (left) and loss (right) curves of the deep neural
network for memory state classification. The model shows consistent convergence across
epochs, indicating effective learning and generalization.

Key interaction metrics: Gaze duration, interaction frequency, revisit count,
and head movement stability were analysed for their influence on predicted reten-
tion scores (Fig.4). The results show a strong correlation between engagement
and memory retention, with higher scores linked to prolonged gaze, frequent
interactions, and revisits. Head movement stability appeared most frequently,
likely due to its continuous tracking of subtle attentional shifts. Additionally,
gaze duration may influence head stability, as sustained visual focus tends to
reduce head movement [12], highlighting the interplay of these features in the
model’s interpretation of cognitive engagement.

A detailed breakdown of the predicted and true memory states across dif-
ferent objects is presented in Fig.5. The grouped bar chart reveals that Chess
recorded the highest number of predictions and true instances of lack of engage-
ment, followed by Police Car, Pangasius, and Mirror. At the same time, several
objects, such as Bee, Laser, and Police Car, also exhibit a considerable num-
ber of strong recall cases across both predictions and true states. While this
may initially appear contradictory, it reflects the model’s instance-based classi-
fication, which evaluates each object interaction independently. These outcomes
are informed by distinct behavioural features such as gaze duration, interaction
frequency, revisit counts, and head movement stability, captured in real-time
through the Microsoft HoloLens 2. Thus, depending on their unique engage-
ment profiles during the interaction, the same object may elicit divergent partic-
ipant memory state outcomes. For example, users who demonstrated sustained
attention and multiple revisits were likely associated with strong recall, while
others showing minimal gaze or interaction with the same object often aligned
with a lack of engagement. The behavioural variability explains the coexistence
of predicted and true memory state discrepancies for a single object. In some
cases, memory states observed in the true states were not predicted, and vice
versa, highlighting the model’s sensitivity to subtle behavioural cues that may
not always align with labeled outcomes. Additionally, objects like the Carousel
and Police Car showed more frequent weak recall. Meanwhile, cognitive overload
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remained relatively limited, occasionally appearing in objects such as the Giraffe,
FEiffel Tower, and Helicopter. The results reinforce the model’s ability to capture
and differentiate memory outcomes based on users’ heterogeneous behavioural
interactions.

Impact of Interaction Metrics on Retention Score

Metrics

600 HEE Gaze Duration

B |nteraction Count
Revisit Count

B Head Movement
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Fig. 4. Impact of interaction metrics: gaze duration, interaction count, revisit count,
and head movement on memory retention for different objects.

4.1 Memory State Prediction and User Recall

To evaluate how closely the AI model’s memory state predictions reflect actual
human memory, we analyzed the predicted memory outcomes for objects that
participants recalled after interacting with the AR environment. This comparison
provides an empirical basis for assessing the model’s cognitive alignment with
user recall behaviour.

Figure6 presents a grouped bar chart showing the Al-predicted memory
states: Strong Recall, Weak Recall, Cognitive Overload, and Lack of Engage-
ment for objects listed in the user feedback. Overlaid on the chart is a black
line indicating the frequency with which users recalled each object. In Fig.6,
Eiffel Tower was the most frequently recalled object, followed by Pangasius and
Laser. The AI model also predicted these objects with a high number of Strong
Recall and lower Weak Recall classifications, demonstrating a precise alignment
between predicted memory strength and participant recall. In contrast, Giraffe,
Helicopter, and Mirror had the lowest user recall frequencies. The model accu-
rately captured this in the Giraffe case, which received no Strong Recall pre-
dictions, only Weak Recall, Lack of Engagement, and Cognitive Overload clas-
sifications. This reflects a strong match between the AI’s prediction and actual
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human memory performance, suggesting that the model could infer the object’s
low memorability based on user interaction features. Although user recall was
similarly low for Helicopter and Mirror, the model still predicted some level of
Strong Recall. This indicates a partial misalignment and suggests that while the
model may have detected surface-level engagement behaviors (e.g., prolonged
viewing or revisits), these interactions alone may not always lead to successful
long-term recall [12].

True vs Predicted Memory States per Object

L Memory State
mm Predicted - Lack of Engagement True - Lack of Engagement
50 B Predicted - Cognitive Overload True - Cognitive Overload
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Fig. 5. Grouped bar chart showing Al-predicted and true memory states across objects
based on interaction metrics. The distribution reflects object-specific engagement pat-
terns captured during AR experiences.

Our findings align with research by Mynick et al. [22], which suggests that
memory is predictive in perceptual judgments, particularly in immersive envi-
ronments. Their study found that individuals use memory-based expectations to
anticipate visual scenes, enhancing perception and recall efficiency. This supports
our observation that users also frequently recalled objects with high Al-predicted
retention scores, reinforcing that memory-driven expectations influence engage-
ment and recall patterns.

Similarly, research on spatial memory in augmented reality (AR) environ-
ments by Maidenbaum et al. [23] further strengthens this relationship. Their
study demonstrated that AR-based spatial memory tasks improve recall accu-
racy and engagement compared to traditional memory tests, emphasizing the
role of interactive and immersive experiences. These findings are consistent with
our results, where frequently interacted objects, such as the Eiffel Tower, Laser,
and Pangasius, were not only the most accurately recalled by users but also
closely aligned with the AI model’s predictions.

Furthermore, both studies suggest that familiarity and prior exposure to
objects enhance recall accuracy. Mynick et al. [22] highlight that learned envi-



Enhancing Learning in Augmented Reality (AR) 103

ronments contribute to faster and more precise recall. This aligns with our obser-
vation that Al-predicted memory retention closely mirrored user-reported recall
patterns. Maidenbaum et al. [23] extend this idea by demonstrating that spatial
engagement and movement enhance memory encoding. This supports our find-
ing that increased interaction frequency and prolonged gaze duration correlate
with stronger recall probabilities.

These results validate the AI model’s ability to predict memory retention
by replicating known cognitive processes. The observed alignment between user
feedback and AI predictions suggests that Al-driven memory prediction models
can effectively simulate real-world memory retention processes, particularly in
AR-based learning and interactive environments.

Predicted Memory States vs User Recall (Feedback)

Predicted Memory State
50 —e— User Feedback Count
BN Cognitive Overload
I Lack of Engagement
mmm Strong Recall

mmm \Weak Recall

Number of Predictions

Object Name

Fig. 6. Comparison of Al-predicted memory states and actual user recall frequencies
for recalled objects. The bars represent the predicted memory classification per object,
while the black line indicates user recall frequency based on post-interaction feedback.

4.2 Statistical Analysis

We conducted repeated-measures ANOVAs with Tukey HSD post hoc tests at
the 5% significance level. Normality was confirmed via Q-Q plots (Fig. 7), validat-
ing the ANOVA assumptions by showing that residuals approximated a normal
distribution. A one-way ANOVA was conducted to examine differences in inter-
action features across the ten object categories. The dataset consisted of 1,804
object-level interaction samples (N = 1794).

The results indicated statistically significant differences among objects for
all four dependent variables. Interaction Count showed a significant effect,
F(9,N) = 54.48,p < 0.001. Similarly, significant effects were observed for Revisit
Count, F(9,N) = 15.74, p < 0.001, Head Movement, F'(9, N) = 36.60,p < 0.001,
and Gaze Duration, F'(9, N) = 65.71,p < 0.001. Given these significant results,
a post-hoc Tukey’s Honest Significant Difference (HSD) test was performed to



104 O. J. Nwobodo et al.

determine which objects differed significantly. The analysis included ten distinct
objects: Bee, Chess, Pangasius, Mirror, Laser, Eiffel Tower, Helicopter, Giraffe,
Carousel, and Police Car.

The Tukey HSD test revealed multiple significant pairwise differences across
all dependent variables. Objects with high interaction counts demonstrate sig-
nificantly different engagement levels, particularly between Chess and Bee (p <
0.001). Revisit Count was significantly higher for Mirror and Chess compared to
other objects, indicating strong user retention. This finding aligns with the visu-
alization presented in Fig. 4, which illustrates the impact of interaction metrics
on retention scores, highlighting the increased revisit count for Chess and Mirror.
Head movement significantly differed between Pangasius and Helicopter, suggest-
ing varying levels of physical engagement. Gaze Duration showed marked differ-
ences, with Bee and Chess receiving more visual attention than other objects.

These findings suggest that object type significantly influences user engage-
ment, memory retention, and interaction behaviour. The results show that
specific objects elicit distinct cognitive and physical responses, supporting the
hypothesis that object features impact user interaction patterns.

Q-Q Plot to Assess Normality of Residuals

Sample Quantiles (Residuals)
°

-3 -2 -1 0 1 2 3
Theoretical Quantiles

Fig. 7. Q-Q Plot to Assess Normality of Residuals. The points align closely with the
theoretical quantiles, indicating approximate normality.

5 Conclusion

This study introduced an Al-driven framework for predicting memory reten-
tion in augmented reality (AR) environments using behavioural interaction data
captured via Microsoft HoloLens 2 sensors. The proposed model estimated the
likelihood of object recall by analyzing key interaction metrics such as gaze dura-
tion, interaction frequency, revisit counts, and head movement stability. The
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results revealed a strong correlation between engagement and memory reten-
tion, aligning with cognitive theories and validating the effectiveness of Al-driven
approaches in modeling attention and recall. Statistical analysis, supported by
ANOVA and Tukey HSD tests, confirmed significant differences in user interac-
tion patterns across objects, highlighting the role of attentional engagement in
memory encoding.

These findings demonstrate the potential of Al-enhanced AR learning sys-
tems to improve educational and training outcomes and provide a strong foun-
dation for future work to explore comparative modeling baselines and expand
predictive robustness. The results align with prior research on perceptual judg-
ments and spatial memory, supporting that memory-driven expectations influ-
ence engagement behaviour in AR. Additionally, the framework offers a more
accessible, contact-free alternative for assessing memory processes, bridging the
gap between machine learning and human cognition.

This work has important implications for domains such as education, med-
ical training, and workforce development, where optimizing learning efficiency
is critical. Future research may build on this by integrating cognitive or phys-
iological signals to complement behavioural data and deploying the framework
in real-world settings to evaluate its practical impact. These steps will further
validate its potential as a personalized and adaptive learning tool.
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Abstract. The paper delves into the challenge of classification using dis-
persed data gathered from independent sources. The examined approach
involves local models as ensembles of decision trees or random forests
constructed based on local data. In the proposed model, a conflict anal-
ysis is used to identify the coalitions of local models. Two variants of
forming coalitions were checked — unified and diverse — and two different
strategies for generating final decisions were explored, allowing one or
two of the strongest coalitions to make decisions. The diverse coalition
approach is a wholly new and innovative strategy. The methods were
tested and compared with corresponding accuracy-based weighted vari-
ants. The proposed approach improves classification performance, with
weighted variants outperforming unweighted ones in balanced accuracy.
Diverse model coalitions are especially effective for challenging and het-
erogeneous datasets.

Keywords: Dispersed data - Conflict analysis - Decision trees -
Random forests + Ensembles of classifiers - Weighted Method

1 Introduction

In today’s digitalized world, adapting systems to local markets, such as health-
care, banking, and mobile applications, has led to the proliferation of dispersed
data. Unlike centralized data systems, where information is gathered in a single
repository, dispersed data exists in multiple and diverse environments—from
cloud servers to users’ private devices—autonomously gathered without any
structural unification. This trend, driven by factors such as law, data security,
and the resulting aleatoric uncertainty due to variability and inconsistency across
sources, presents both opportunities and challenges that machine learning meth-
ods should address, underscoring the growing importance of this research topic.

The topic of dispersed data is most frequently discussed in the distributed
learning paradigms [3,19], which insists on training a group of models separately.
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
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Then, various fusion methods, including hierarchical [10] and parallel [2,15] vari-
ants, use the local predictions in final decision-making. However, the process of
making decisions based on ensemble outputs introduces a degree of epistemic
uncertainty, especially when the models exhibit conflicting predictions due to
insufficient or unrepresentative data in local tables. This uncertainty necessi-
tates robust frameworks to reconcile differences and ensure reliable classification
outcomes. The focus is on the diversity among base classifiers [9,11]. The effec-
tiveness of the global model depends on the method applied to those local clas-
sifiers [6,7]. Mostly, the dependencies between local models are not considered
while generating the final prediction. However, that information, in many cases,
is crucial and plays a significant role in improving classification quality. Those
relations should be taken into account using the selected fusion method. In dis-
tributed learning, cooperation, and conflict recognition are rarely applied. Early
Artificial Intelligence (AI) conflict studies focused on decision support systems,
exploring disputes, identifying key issues, and forming potential coalitions. Var-
ious tools have been introduced to analyze conflicts and propose solutions [5].
Nowadays, where there are many multi-agent systems, we can also check their
dependencies. Examining them manually, especially when many are dynamic
and complex, may be ineffective, burdensome, and unscalable. In this paper, the
Pawlak conflict model [12,13] is considered. The simple model based on rough
set theory [14] also gives great insight and understanding of any conflict. The
theoretical foundation of rough set theory provides a tool for addressing uncer-
tainty in classification. Rough set theory facilitates the analysis of imprecise
or incomplete information by partitioning data into lower and upper approxi-
mations, effectively managing uncertainty and conflict in decision-making. The
model has been further investigated by many researchers [16,17,22], as with
some of its developments — the three-way decision theory proposed by Yao [21],
with further study by other researchers [20].

This study also uses Pawlak’s model to create a dynamic system in which
coalitions of local classifiers are formed. Decision trees and random forests are
used as local models, two different variants of creating coalitions are analyzed,
and two methods of choosing coalitions (unified and diverse) are used. Addition-
ally, all variants are compared with their weighted variants, where the weights
are assigned to each local model based on its accuracy. To the best of our knowl-
edge, the conjunction of forming coalitions with Pawlak’s model with weighted
models has never been considered before and compared. The paper shows that,
mostly, variants with weights perform better than their corresponding variants.
Also, which of the variants of generating and selecting coalitions performs better
depends on the chosen data set.

The paper’s contribution is as follows. Introduction of hierarchical decision
tree frameworks for dispersed data. Integration of Pawlak’s conflict model to
dynamically form coalitions of local models. Exploration of two types of coali-
tions: unified and diverse. Investigation of two decision strategies: using one or
two strongest coalitions. Analysis of the performance of weighted vs. unweighted
coalitions. The paper is structured as follows: Sect.2 presents the theoretical
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foundations of the analysis models. Section 3 introduces the methodology, com-
pares results, and discusses findings. The conclusion provides a summary.

2 Methods

Dispersed data is characterized by inconsistencies in structure among different
local data sets. One possible approach to address this issue, which also allows
data protection, is to deal with each data set in isolation. This is done by generat-
ing local models for each local table. In this paper, the ensembles of decision trees
or random forests are built. In the following step, we utilize the conflict analysis
model to establish coalitions. The process is done for each object dynamically,
resulting in different sets of coalitions. Eventually, based on generated coalitions,
selected models pass a vote to make the final decision. More formally, we have
access to local decision tables represented as D; = (U;, A;,d) for i € 1,...,n.
In this context, U; represents the universe, a set of objects; A; is a set of con-
ditional attributes describing features of the objects; and d denotes the decision
attribute, which represents labels. Although some elements may be shared, the
objects or attributes may vary. So, the experimental part includes two versions
of dispersed data (sets of local tables) — those in which attributes are dispersed
and those in which objects are dispersed.

There are various widely known approaches to building local models. This
study focuses on a tree-based approach, and we use the decision tree and the
random forest models. The models are created using Python with classes from the
Skit-learn library (DecisionTreeClassifier or RandomForestClassifier). In future
works, we will test other models, as well as the combination of different models, to
see if it would result in an improvement in classification quality. For the decision
tree, no parameters are specified. For random forest, four different values are
selected for the number of estimators: 10, 20, 50, 100. Each local model is trained
on a separate data set.

Such ensembles of trees generated based on all local tables make a pre-
diction for the test object &. The prediction is represented as a vector
[i1(2), ..., pic(£)] with dimension ¢ equal to the number of decision classes.
The value p; () is the number of votes cast for decision class j by the ran-
dom trees in the ensemble. In the paper, we use two approaches — weighted
and unweighted methods. During data preprocessing, for weighted approaches,
the weights for each local model were calculated with a validation set created
randomly with a predefined seed from the test set in a stratified way. In the lit-
erature, in most cases, the final decision is made with simple or weighted voting
[18] or another fusion method [6]. The novelty of this work is using prediction
vectors in conjunction with the conflict analysis method. This method is used
to find coalitions that influence the final decision. Two types of local models’
coalitions are considered in this study: coalitions of local models with similar
opinions and coalitions of local models with diverse opinions are considered.
Both approaches are relevant and based on different justifications. The first app-
roach seeks consensus opinions, assuming that the majority of local models are
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accurate and make correct decisions. The second emphasizes diversity, drawing
on the ensemble of classifiers principle, which suggests that varied local models
enhance classification quality. For the task of creating those coalitions, Pawlak’s
conflict model [12,13] is applied.

In Pawlak’s conflict analysis model, information about the conflict situation is
stored in an information system S = (LM, V'), where LM is a set of local models,
and V is a set of decision attribute values. Function v : LM — {-1,0,1} for
each v € V and 7 € LM is defined

1  if the coordinate p; (%) for decision v in the prediction vector of
model ¢ has the maximum value of all coordinates in this vector.
v(i) = ¢ 0  if the coordinate p; , (&) for decision v in the prediction vector of
model 7 is this vector’s second highest of all coordinates.
—1 in other cases
(1)
That is a way of storing opinions of local models on the test object. For each
model, the decision with the most significant support is assigned the value 1,
which is interpreted as supporting the decision by the model. The next most
supported decision is assigned the value 0, which means the model is neutral
to this decision. We assign the value -1 for all other decisions, which means the
model is against them. A conflict function is applied in the next step of the
Pawlak conflict analysis model. The conflict function p : LM x LM — [0,1] is
defined as follows:

where card{V'} is the cardinality of the set of decision classes and 4,j € LM.

For unified coalitions, set X C LM is a coalition of local models if for every
i,j € X we have p(i,j) < 0.5. The coalition will include those local models for
which the opinion is consistent in more than half of the decision classes. The
conditions are opposite in diverse coalitions; they include local models incon-
sistent with more than half of the decision classes. Coalitions do not have to
be disjoint sets. One local model can belong to many coalitions simultaneously,
reflecting real arrangements in everyday life. Algorithm 1 presents a pseudo-code
for determining coalitions.

Once the coalitions are generated, the next step is to make a final decision
using them. This work explores four different approaches combined with both
ways of creating coalitions described above.

The first approach assumes using the two strongest coalitions (in terms
of the number of models in the coalition). The chosen coalitions are the ones
with the maximum number of members. In situations where there are coalitions
with the size of the second strongest coalition, those coalitions are also consid-
ered. Then, the prediction vectors of all chosen models are added, and a single
prediction vector is formed. If some models are part of many coalitions, their
vectors are included every time they occur. Finally, the decision with the biggest
score is made — the decision with the largest value of the coefficient of the joint
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Algorithm 1: Create Coalitions
Data: S = (LM,V)
Result: Coalition _set
1 begin
2 Coalition _set «+ empty list; // Initialize an empty list
3 Boolean <+ TRUE;
4 foreach X C LM do
5
6

foreach i,j € X do
if p(i,7) >= 0.5 then
L // for unified coalitiomns or p(i,j) <= 0.5 for diverse coalitions

7 Boolean = FALSE
8 if Boolean = TRUFE then
9 L Coalition _set — X

10 return Coalition set

prediction vector. The second approach is analogous to the previous one, except
that we choose only one most strongest coalition, which will decide.

Both weighted approaches work analogously to unweighted ones. Besides
that, each local model’s prediction vector is multiplied by the weight, equal to
the model’s accuracy, estimated by evaluating the model using the validation set.
Before testing the global model, the test set is stratified into test and validation
sets with proportions of 0.5 to 0.5.

Local Decision Tables
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L L Prepare
C— R —/ data
1 2 n
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iti 57
v:LM—{-1,0, 1} Coalition Set
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Fig. 1. Model generation stages.

Figure 1 shows the proposed hierarchical framework with conflict analysis for
ensembles of local models (decision trees of random forests), presenting stages
discussed above. At the beginning, the dispersed data are given. For each local
table, we build a separate predictive model. During the classification stage, we
retrieve the prediction vector from every local model. Those vectors are next
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used to create an information system representing the conflict situation. Then,
the coalitions are formed, and depending on the method, one or some of them
are selected to make the final decision. The last step is to calculate the score for
each decision class and choose the one with the highest score.

3 Data Sets and Experimental Results

The study evaluated approaches using three datasets from the UC Irvine
Machine Learning Repository [1,8,23] and one empirical dataset [4]. The Avian
Influenza dataset tracks global human infections from 12 countries, organized
into four tables by region (e.g., Egypt, Vietnam, Indonesia) with region-
specific attributes. Its structure supports predictive modeling and epidemiolog-
ical research to understand avian influenza’s impact on health. The Car Eval-
uation dataset includes six categorical features (e.g., price, maintenance, doors,
capacity, luggage size, safety) and classifies cars into four categories, making it
suitable for machine learning evaluation. The Lymphography dataset classifies
lymphatic diseases using features like node appearance and histological findings
to aid medical diagnosis. The Vehicle Silhouettes dataset distinguishes vehicle
types based on shape features from silhouettes. Dataset characteristics are sum-
marized in Table 1.

Table 1. Data set characteristics

Data set, # The training set|# The test set # Conditional attributes/Attributes type # Decision classes|Source
Avian influenza 205 89 5 Categorical and Integer 4 [4]
Car evaluation 1210 518 6 Categorical 4 [1]
Lymphography 104 44 18 Categorical 4 23]
Vehicle Silhouettes|592 254 18 Integer 4 18]

The research investigates two different methodologies concerning data dis-
persion with respect to both attribute and object dispersion. All datasets within
the UCI repository were consolidated into one table, which was subsequently
dispersed across various local tables (3, 5, 7, 9, and 11 local tables for each
dataset). For the Lymphography and the Vehicle Silhouettes, attributes were
dispersed randomly across the tables. Efforts were made to balance the num-
ber of attributes allocated to each table. The same objects are present in all
tables, but their identifiers were omitted to simulate a real-world scenario where
recognizing identical objects across tables is not possible. The Car dataset was
dispersed relative to the objects. This means that the objects were divided among
the tables in a stratified and random manner, and all attributes were included in
each table. The Avian dataset was collected in 12 countries and divided into four
local tables based on what country the object comes from. Local tables include
countries like Egypt, Vietnam, Indonesia, and others were created. Each table
contains conditional attributes and objects from specific countries.
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The evaluation insists on repeating a test 10 times to check the stability
of all methods. Despite the random behavior of some approaches, to make the
results reproducible, the set of 10 seeds was randomly chosen, and each test was
conducted with its assigned seed, starting from learning local models on local
tables, generating validation sets, and ending on generating global decisions by
all approaches.

The assessment of classification quality relied on the test set with various
accuracy measures: Classification Accuracy (Acc), Accuracy’s standard devia-
tion (Acc SD), Recall, Precision (Prec.), balanced accuracy (BAcc), balanced
accuracy standard deviation (BAcc SD), and F1 measure (F1). This study uses
two methods to calculate the F1 measure: weighted and macro.

The results are summarized in Figs. 2, 3, 4 and 5, presenting averaged metric
values from all 10 achieved metrics with standard deviation for accuracy and bal-
anced accuracy. Each dataset, characterized by varying degrees of dispersion, is
evaluated using three approaches: without coalitions, with coalitions represent-
ing agents’ agreement, and with coalitions representing agents’ disagreement.
The following notations are used:

— Probability Sum; normal — Local classifiers (random forest or decision tree)
independently predict; their prediction vectors are summed, and the decision
with the highest value is selected;

— Probability Sum; weighted — Similar to normal, but classifiers are weighted
by accuracy estimated on a validation set (split from the test set);

— Unified groups; one strongest — Coalitions are formed based on prediction
vectors using classical Pawlak’s approach. The strongest coalition’s summed
vectors determine the decision;

— Unified groups; two strongest — Extends the above by considering the two
strongest coalitions;

— Unified groups; weighted one strongest/weighted two strongest — Combines
the above with accuracy-based weighting of coalition vectors;

— Diverse groups; one strongest /two strongest /weighted one strongest /weighted
two strongest — Forms coalitions of local models with conflicting predictions
(vector distance greater than 0.5). Variants include one/two strongest or
weighted coalitions.

Additionally, various numbers of estimators were tested for the random forest
classifier, specifically 10, 20, 50, and 100. The tables present the best result
achieved, along with the corresponding number of estimators that produced this
outcome. For each dataset, the table indicates the best result obtained.

Based on the results in Figs.2, 3, 4 and 5, we can draw the following con-
clusions. The Avian Influenza dataset showed its highest performance using the
random forest (RF) classifier with the ‘Diverse groups’ approach. This result sug-
gests that conflicting classifiers through coalition formation improve predictive
accuracy. We believe that this is due to the variety of approaches taken, as dif-
fering perspectives significantly impact quality. The ability to aggregate diverse
predictions likely mitigates inconsistencies caused by object dispersion across
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AVIAN dataset

0.233 0.041 0.297 0.042 -Diverse groups ; one strongest - DT
0.233 0.041 0.297 0.042 -Diverse groups ; two strongest - DT
0.229 0.041 0.293 0.048 -Diverse groups ; weighted one strongest - DT
0.7 0.229 0.041 0.293 0.048 -Diverse groups ; weighted two strongest - DT
0.279 0.028 0.340 0.054  -Probability sum; normal - DT
0.232 0.032 0.297 0.042  -Probability sum; weighted - DT
0.233 0.041 0.297 0.042  -Unified groups ; one strongest - DT
0.6 0.233 0.041 0297  0.042 -Unified groups ; two strongest - DT
0.229 0.041 0.293 0.048  -Unified groups ; weighted one strongest - DT
0.229 0.041 0.293 0.048 -Unified groups ; weighted two strongest - DT
0.5 0.278 0.028 0.348 0.032 -Diverse group: ne strongest - RF(100)
o 0.278 0.028 0.348 0.032 -Diverse groups ; two strongest - RF(100)
0.276 0.028 0.346 0.033  -Probability sum; normal - RF(100)
0.276 0.028 0.346 0.033  -Unified groups ; one strongest - RF(100)
0.4 0.276 0028 0346  0.033 -Unified groups ; two strongest - RF(100)
0.242 0.033 0.300 0.060 -Diverse groups ; weighted one strongest - RF(20)
0.243 0.032 0.301 0.059 -Diverse groups ; weighted two strongest - RF(20)
-0.3 0.243 0.032 0.301 0.059  -Probability sum; weighted - RF(20)
0.243 0.032 0.301 0.059  -Unified groups ; weighted one strongest - RF(20)
0.673 0.243 0.032 0.301 0.059  -Unified groups ; weighted two strongest - RF(20)
Recall  F1 (Weig.) F1 (Macro) Acc Acc SD BAcc BAcc SD
CAR dataset split into 3 local tables
0.867 5 0.010 0.030 -Diverse groups ; one strongest - DT
0.925 0.011 0.028 -Diverse groups ; two strongest - DT
. 0.872 0.012 0.029 -Diverse groups ; weighted one strongest - DT
0.872 0.012 0.029 -Diverse groups ; weighted two strongest - DT
0.900 0.881 0.012 0.032  -Probability sum; normal - DT
0.872 0.012 0.029  -Probability sum; weighted - DT
0.875 0.93 36 0.870 0.93 0.011 0.028  -Unified groups ; one strongest - DT
0.870 0.011 0.028  -Unified groups ; two strongest - DT
0.872 0.012 0.029 -Unified groups ; weighted one strongest - DT
0.850 [E] 0.93 0.872 0.93 0.012 0.029  -Unified groups ; weighted two strongest - DT
0.014 0.744 0.040 -Diverse groups ; one strongest - RF(10)
.~ -0.825 0.011 0.753 0.045 -Diverse groups ; two strongest - RF(10)
0.015 0.754 0.038 -Diverse groups ; weighted one strongest - RF(10)
0.800 0.014 0.762 0.043 -Diverse groups ; weighted two strongest - RF(10)
. 0.013 0.736 0.045  -Probability sum; normal - RF(10)
0.015 0.747 0.044  -Probability sum; weighted - RF(10)
-0.775 0.013 0.736 0.045  -Unified groups ; one strongest - RF(10)
0.013 0.739 0.049  -Unified groups ; two strongest - RF(10)
-0.750 0.016 0.747 0.046  -Unified groups ; weighted one strongest - RF(10)
0.015 0.752 0.047  -Unified groups ; weighted two strongest - RF(10)
Recall  F1 (Weig.) F1 (Macro) Acc Acc SD BAcc BAcc SD
CAR dataset split into 5 local tables
0.012 0.029 -Diverse groups ; one strongest - DT
0.012 0.029 -Diverse groups ; two strongest - DT
0.90 0.012 0.028 -Diverse groups ; weighted one strongest - DT
0.012 0.028 -Diverse groups ; weighted two strongest - DT
0.010 0.038  -Probability sum; normal - DT
0.85 0.012 0.027  -Probability sum; weighted - DT
0.012 0.029  -Unified groups ; one strongest - DT
0.012 0.029 -Unified groups ; two strongest - DT
-0.80 0.012 0.028 -Unified groups ; weighted one strongest - DT
0.012 0.028  -Unified groups ; weighted two strongest - DT
0.013 0.623 0.050 -Diverse groups ; one strongest - RF(10)
" 075 0.014 0.620 0.037  -Diverse groups ; two strongest - RF(10)
0.013 0.626 0.042 -Diverse group: eighted one strongest - RF(10)
0.011 0.628 0.030 -Diverse groups ; weighted two strongest - RF(10)
0.70 0.019 0.635 0.050  -Probability sum; weighted - RF(20)
. 0.019 0.639 0.052  -Unified groups ; one strongest - RF(20)
0.019 0.638 0.057  -Unified groups ; weighted one strongest - RF(20)
0.008 0.637 0.036  -Probability sum; normal - RF(50)
0.65 0.008 0.640 0.040  -Unified groups ; two strongest - RF(50)
0.009 0.637 0.041  -Unified groups ; weighted two strongest - RF(50)
Recall  F1 (Weig.) F1 (Macro) Acc Acc SD BAcc BAcc SD
CAR dataset split into 7 local tables
0.90 0.014 0.053 -Diverse groups ; one strongest - DT
0.014 0.053 -Diverse groups ; two strongest - DT
0.85 0.014 0.054 -Diverse groups ; weighted one strongest - DT
0.014 0.054 -Diverse groups ; weighted two strongest - DT
0.013 0.057  -Probability sum; normal - DT
0.80 0.014 0.054  -Probability sum; weighted - DT
0.014 0.053  -Unified groups ; one strongest - DT
0.014 0.053  -Unified groups ; two strongest - DT
0.75 0.014 0.054  -Unified groups ; weighted one strongest - DT
0.014 0.054 -Unified groups ; weighted two strongest - DT
0.70 0.019 0.556 0.040  -Unified groups ; two strongest - RF(10)
| | 0.018 0.555 0.039  -Unified groups ; weighted two strongest - RF(10)
0.012 0.556 0.037  -Probability sum; normal - RF(100)
-0.65 0.012 0.560 0.036  -Probability sum; weighted - RF(100)
0.019 0.557 0.031 -Unified groups ; one strongest - RF(20)
0.019 0.560 0.029  -Unified groups ; weighted one strongest - RF(20)
0.60 0.016 0.524 0.036 -Diverse groups ; one strongest - RF(50)
0.017 0.524 0.024  -Diverse groups ; two strongest - RF(50)
0.55 0.015 0.527 0.037 -Diverse groups ; weighted one strongest - RF(50)

0.840 0.565 O.Ql7 0530 0.031 -Diverse groups ; weighted two strongest - RF(50)
Recall  F1 (Weig.) F1 (Macro) Acc Acc SD BAcc BAcc SD

Fig. 2. Results of precision (Prec.), recall, F-measure (F-m.), balanced accuracy (bacc)
and classification accuracy (acc) for the considered approaches Part 1. RF is the abbre-
viation Random Forest and DT for Decision Tree.
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0.010
0.010
0.012
0.012
0.008
0.012
0.010
0.010
0.012
0.012
0.016 0.504
0.016 0.502
0.016 0.505
0.017 0.504
0.009 0.526
0.008 0.526
0.017 0.534
0.016 0.537
0.016 0.528
0.015 (05252
F1 (Weig.) F1 (Macro) Acc Acc SD BAcc
CAR dataset split into 11 local tables
H 0.012 0.617
0.615 0.012 0.617
0.625 0.012 0.631
0.625 0.012 0.631
0.619 0.015 0.617
0.625 0.012 0.631
0.615 0.012 0.617
0.615 0.012 0.617
0.625 0.012 0.631
0.625 0.012 0.631
0.536 0.019 0.493
0.535 0.019 0.491
0.532 0.018 0.489
0.526 0.018 0.483
0.469 0.016 0.452
0.467 0.018 0.451
0.484 0.017 0.462
0.483 0.018 0.461
0.488 0.017 0.464
0.813 0.491 0.018 0.465
F1 (Weig.) F1 (Macro) Acc Acc SD BAcc
LYMPHOGRAPHY dataset split into 3 local tables
0310 0196  0.298  0.076
0.351 0.200 0.409 0.115 0.293
0.356 0.200 0.054 0.315
0.356 0.200 0.054 0.315
0.289 0.168 0.384 0.080 0.279
0.328 0.187 0.032 01825]
0.329 0.189 0.420 0.094 0.304
0.329 0.189 0.420 0.094 0.304
0.338 0.191 0.038 0.322
0.338 0.191 0.038 0.322
0.286 0.042 0.387
0.199 0.034 0.341
0.202 0.034 0.342
0.202 0.034 0.342
0.271 0.027 0.394
0.218 0.044 0.367
0.218 0.044 0.367
0.218 0.044 0.367
. 0.275 0.025 0.395
0.463 0.269 0.048 0.381
F1 (Weig.) F1 (Macro) Acc Acc SD BAcc

LYMPHOGRAPHY dataset split into 5 local tables

0.137 .182 0.034

0.208 0.300 0.030

0.300 0.455 0.029

0.300 0.455 0.029

0.208 0.455 0.000

0.208 0.455 0.000

0.208 0.455 0.000

0.208 0.455 0.000

0.208 0.455 0.000

0.208 0.455 0.000

0.285 0.464 0.049

0.208 0.455 0.000

0.208 0.455 0.000

0.208 0.455 0.000

0.208 0.455 0.000

0.208 0.455 0.000

0.208 0.455 0.000

0.250 0.439 0.025

. 0.246 0.439 0.020
0.382 0.267 0.466 0.042

F1 (Weig.) F1 (Macro) Acc Acc SD BAcc
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0.027
0.040
0.040
0.027
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0.037
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0.045
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0.041
BAcc SD

0.024
0.024
0.025
0.025
0.037
0.025
0.024
0.024
0.025
0.025
0.047
0.047
0.047
0.043
0.025
0.028
0.027
0.023
0.025
0.018
BAcc SD

0.107
0.085
0.042
0.042
0.060
0.027
0.070
0.070
0.030
0.030
0.029
0.022
0.022
0.022
0.017
0.028
0.028
0.028
0.016
0.031
BAcc SD

0.025
0.022
0.128
0.128
0.000
0.000
0.000
0.000
0.000
0.000
0.138
0.000
0.000
0.000
0.000
0.000
0.000
0.134
0.134
0.144
BAcc SD
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-Diverse groups ; one strongest - DT
-Diverse groups ; two strongest - DT
-Diverse groups ; weighted one strongest - DT
-Diverse groups ; weighted two strongest - DT

Probability sum; normal - DT

-Probability sum; weighted - DT

-Unified groups ; one strongest - DT

-Unified groups ; two strongest - DT

-Unified groups ; weighted one strongest - DT
-Unified groups ; weighted two strongest - DT
-Diverse groups ; one strongest - RF(100)

Diverse groups ; two strongest - RF(100)

-Diverse groups ; weighted one strongest - RF(100)
-Diverse groups ; weighted two strongest - RF(100)
-Unified groups ; one strongest - RF(100)

Unified groups ; weighted one strongest - RF(100)

-Probability sum; normal - RF(50)

-Probability sum; weighted - RF(50)

-Unified groups ; two strongest - RF(50)

-Unified groups ; weighted two strongest - RF(50)

-Diverse groups ; one strongest - DT

-Diverse groups ; two strongest - DT

-Diverse groups ; weighted one strongest - DT
-Diverse groups ; weighted two strongest - DT
-Probability sum; normal - DT

-Probability sum; weighted - DT

-Unified groups ; one strongest - DT

Unified groups ; two strongest - DT

-Unified groups ; weighted one strongest - DT
-Unified groups ; weighted two strongest - DT
Diverse groups ; one strongest - RF(10)

-Diverse groups ; two strongest - RF(10)

-Diverse groups ; weighted one strongest - RF(10)
-Diverse groups ; weighted two strongest - RF(10)
-Probability sum; normal - RF(10)

-Probability sum; weighted - RF(10)

-Unified groups ; one strongest - RF(10)

-Unified groups ; two strongest - RF(10)

-Unified groups ; weighted one strongest - RF(10)
-Unified groups ; weighted two strongest - RF(10)

-Diverse groups ; one strongest - DT

-Diverse groups ; two strongest - DT

-Diverse groups ; weighted one strongest - DT
-Diverse groups ; weighted two strongest - DT
-Probability sum; normal - DT

-Probability sum; weighted - DT

-Unified groups ; one strongest - DT

-Unified groups ; two strongest - DT

Unified groups ; weighted one strongest - DT

-Unified groups ; weighted two strongest - DT

Diverse groups ; weighted one strongest - RF(10)

-Probability sum; normal - RF(10)
-Unified groups ; one strongest - RF(10)
-Unified groups ; two strongest - RF(10)
-Diverse groups ; two strongest - RF(100)

Probability sum; weighted - RF(100)

-Unified groups ; weighted one strongest - RF(100)
-Unified groups ; weighted two strongest - RF(100)
-Diverse groups ; one strongest - RF(50)

Diverse groups ; weighted two strongest - RF(50)

-Diverse groups ; one strongest - DT

-Diverse groups ; two strongest - DT

Diverse groups ; weighted one strongest - DT
-Diverse groups ; weighted two strongest - DT
-Probability sum; normal - DT

-Probability sum; weighted - DT

-Unified groups ; one strongest - DT

-Unified groups ; two strongest - DT

-Unified groups ; weighted one strongest - DT
-Unified groups ; weighted two strongest - DT
-Diverse groups ; weighted one strongest - RF(10)
-Probability sum; normal - RF(10)
-Probability sum; weighted - RF(10)
-Unified groups ; one strongest - RF(10)
-Unified groups ; two strongest - RF(10)
-Unified groups ; weighted one strongest - RF(10)
-Unified groups ; weighted two strongest - RF(10)
-Diverse groups ; one strongest - RF(20)
-Diverse groups ; two strongest - RF(20)
-Diverse groups ; weighted two strongest - RF(20)

Fig. 3. Results of precision (Prec.), recall, F-measure (F-m.), balanced accuracy (bacc)
and classification accuracy (acc) for the considered approaches Part 2. RF is the abbre-
viation Random Forest and DT for Decision Tree.
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LYMPHOGRAPHY dataset split into 7 local tables

0.7

0.311 45 .477 0.000 0.000 -Diverse groups ; one strongest - DT
0.311 0.000 0.000 -Diverse groups ; two strongest - DT
0.321 0.030 0.020 -Diverse groups ; weighted one strongest - DT
0.321 0.030 0.020 -Diverse groups ; weighted two strongest - DT
0.6 0.284 0.208 k 0.000 0.000  -Probability sum; normal - D
0.284 0.208 0.000 0.000 -Probability sum; weighted - DT
0.284 0.208 0.000 0.000 -Unified groups ; one strongest - DT
0.284 0.208 0.000 0.000 -Unified groups ; two strongest - DT
0.5 0.284 0.208 0.000 0.000 -Unified groups ; weighted one strongest - DT
0.284 0.208 0.000 0.000 -Unified groups ; weighted two strongest - DT
0.283 0.202 0.014 0.010 -Diverse groups ; one strongest - RF(10)
0.283 0.202 0.014 0.010 -Diverse groups ; two strongest - RF(10)
0.4 0.284 0.208 0.000 0.000  -Probability sum; normal - RF(10)
0.284 0.208 0.000 0.000  -Probability sum; weighted - RF(10)
0.284 0.208 0.000 0.000 -Unified groups ; one strongest - RF(10)
0.284 0.208 0.000 0.000 -Unified groups ; two strongest - RF(10)
-0.3 0.284 0.208 0.000 0.000  -Unified groups ; weighted one strongest - RF(10)
0.284 0.208 0.000 0.000 -Unified groups ; weighted two strongest - RF(10)
0.381 0.338 0.036 0.165 -Diverse groups ; weighted one strongest - RF(100)
0.381 0.338 0.036 0.;65 -Diverse groups ; weighted two strongest - RF(100)
Recall  F1 (Weig.) F1 (Macro) Acc Acc SD BAcc SD
LYMPHOGRAPHY dataset split into 9 local tables
0.7 0.023 4 .015 0.023 0.000 0.000 -Diverse groups ; one strongest - DT
0.114 I 0.114 0.032 0.024 -Diverse groups ; two strongest - DT
0.024 0.017 -Diverse groups ; weighted one strongest - DT
0.6 0.000 0.000 -Diverse groups ; weighted two strongest - DT
0.000 0.000  -Probability sum; normal - D
o5 0.000 0.000 -Probability sum; weighted - DT
) 0.000 0.000 -Unified groups ; one strongest - DT
0.000 0.000 -Unified groups ; two strongest - DT
0.4 0.000 0.000 -Unified groups ; weighted one strongest - DT
0.000 0.000 -Unified groups ; weighted two strongest - DT
0.000 0.000 -Diverse groups ; one strongest - RF(10)
0.3 0.000 0.000 -Diverse groups ; two strongest - RF(10)
0.000 0.000  -Probability sum; normal - RF(10)
0.000 0.000  -Probability sum; weighted - RF(10)
-0.2 0.000 0.000 -Unified groups ; one strongest - RF(10)
0.000 0.000  -Unified groups ; two strongest - RF(10)
0.000 0.000 -Unified groups ; weighted one strongest - RF(10)
01 0.000 0.000  -Unified groups ; weighted two strongest - RF(10)
0.034 0.168 -Diverse groups ; weighted one strongest - RF(100)
0.037 0.173  -Diverse groups ; weighted two strongest - RF(100)
Recall  F1 (Weig.) F1 (Macro) Acc Acc SD BAcc BAcc SD
LYMPHOGRAPHY dataset split into 11 local tables
0.179 0.091 0.088 0.064 0.091 0.032 0.067 0.024  -Diverse groups ; one strongest - DT
0.179 0.091 0.088 0.064 0.091 0.032 0.067 0.024  -Diverse groups ; two strongest - DT
0.5 0.023 0.023 0.001 0.015 0.023 0.000 0.000 -Diverse groups ; weighted one strongest - DT
0.023 0.001 0.015 0.023 0.000 0.000 -Diverse groups ; weighted two strongest - DT
0.208 y 0.000 0.000  -Probability sum; normal - DT
0.208 b 0.000 0.000  -Probability sum; weighted - DT
0.4 0.208 b 0.000 0.000  -Unified groups ; one strongest - DT
0.208 b 0.000 0.000  -Unified groups ; two strongest - DT
0.208 0.000 0.000 -Unified groups ; weighted one strongest - DT
0.3 0.208 0.000 0.000  -Unified groups ; weighted two strongest - DT
0.208 b 0.000 0.000 -Diverse groups ; one strongest - RF(10)
0.208 b 0.000 0.000 -Diverse groups ; two strongest - RF(10)
0.208 0.000 0.000  -Probability sum; normal - RF(10)
0.2 0.208 K 0.000 0.000  -Probability sum; weighted - RF(10)
0.208 l 0.000 0.000 -Unified groups ; one strongest - RF(10)
0.208 0.000 0.000  -Unified groups ; two strongest - RF(10)
-0.1 0.208 A 0.000 0.000 -Unified groups ; weighted one strongest - RF(10)
0.208 I 0.000 0.000 -Unified groups ; weighted two strongest - RF(10)
0.025 0.166 -Diverse groups ; weighted one strongest - RF(20)
0.020 0.169 -Diverse groups ; weighted two strongest - RF(20)
Recall  F1 (Weig.) F1 (Macro) Acc Acc SD BAcc BAcc SD
VEHICLE dataset split into 3 local tables
0.704 0.707 0.684 0.704 0.030 0.685 0.028 -Diverse groups ; one strongest - DT
0.704 0.707 0.684 0.704 0.030 0.685 0.028 -Diverse groups ; two strongest - DT
0.717 0.698 0.717 0.030 0.699 0.030 -Diverse groups ; weighted one strongest - DT
0.717 . ! 0.717 0.030 0.699 0.030 -Diverse groups ; weighted two strongest - DT
0.76 ) ) 0.722 0.022 0.705 0.024  -Probability sum; normal - DT
0.030 0.702 0.032  -Probability sum; weighted - DT
0.030 0.685 0.028  -Unified groups ; one strongest - DT
0.030 0.685 0.028  -Unified groups ; two strongest - DT
0.74 0.030 0.699 0.030  -Unified groups ; weighted one strongest - DT
0.030 0.699 0.030  -Unified groups ; weighted two strongest - DT
0.029 0.030 -Diverse groups ; one strongest - RF(50)
0.031 0.032  -Diverse groups ; two strongest - RF(50)
-0.72 0.029 0.030 -Diverse groups ; weighted one strongest - RF(50)
0.030 0.031 -Diverse groups ; weighted two strongest - RF(50)
0.028 0.029  -Probability sum; normal - RF(50)
0.030 0.031  -Probability sum; weighted - RF(50)
070 0.030 0.032  -Unified groups ; one strongest - RF(50)
0.030 0.032  -Unified groups ; two strongest - RF(50)
0.029 0.030  -Unified groups ; weighted one strongest - RF(50)
0.029 0A0‘30 -Unified groups ; weighted two strongest - RF(50)
Recall  F1 (Weig.) F1 (Macro) Acc Acc SD BAcc BAcc SD

Fig. 4. Results of precision (Prec.), recall, F-measure (F-m.), balanced accuracy (bacc)
and classification accuracy (acc) for the considered approaches Part 3. RF is the abbre-
viation Random Forest and DT for Decision Tree.
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VEHICLE dataset split into 11 local tables

0.695 0.673 0.037
0.695 7 0.037
0.692 0.037
0.692 0.037
0.694 0.029
0.692 0.035
0.695 0.037
0.695 0.037
0.692 0.037
0.692 0.037
0.025

0.025

0.025

0.022

0.024

0.030

0.027

0.028

0.024

0.032

F1 (Weig.) F1 (Macro) Acc SD

0.716
0.713
0.708
0.708
0.715
0.708
0.713
0.713
0.708
0.708

BAcc

0.692
0.692
0.694
0.694
0.688
0.695
0.692
0.692
0.694
0.694
0.693
0.689
0.700
0.696

BAcc

0.661
0.661
0.664
0.664
0.674
0.665
0.661
0.661
0.665
0.665

BAcc

0.681
0.681
0.676
0.676
0.680
0.676
0.681
0.681
0.676
0.676

0.688
0.688
0.689
0.691

BAcc

0.037
0.036
0.045
0.045
0.042
0.045
0.036
0.036
0.045
0.045
0.026
0.029
0.023
0.026
0.025
0.023
0.026
0.022
0.025
0.021
BAcc SD

0.036
0.036
0.026
0.026
0.033
0.026
0.036
0.036
0.026
0.026
0.035
0.038
0.034
0.037
0.031
0.036
0.027
0.030
0.031
0.034
BAcc SD

0.031
0.031
0.033
0.033
0.030
0.031
0.031
0.031
0.031
0.031
0.025
0.027
0.026
0.039
0.042
0.032
0.036
0.039
0.027
0.027
BAcc SD

0.038
0.038
0.037
0.037
0.030
0.035
0.038
0.038
0.037
0.037
0.027
0.027
0.027
0.024
0.026
0.029
0.028
0.027
0.025
0.034
BAcc SD

119

-Diverse groups ; one strongest - DT

-Diverse groups ; two strongest - DT

-Diverse groups ; weighted one strongest - DT
-Diverse groups ; weighted two strongest - DT
-Probability sum; normal - DT

-Probability sum; weighted - DT

-Unified groups ; one strongest - DT

-Unified groups ; two strongest - DT

-Unified groups ; weighted one strongest - DT
-Unified groups ; weighted two strongest - DT
-Diverse groups ; one strongest - RF(100)

-Diverse groups ; two strongest - RF(100)

-Diverse groups ; weighted one strongest - RF(100)
-Diverse groups ; weighted two strongest - RF(100)
-Probability sum; normal - RF(100)

-Probability sum; weighted - RF(100)

-Unified groups ; one strongest - RF(100)

Unified groups ; two strongest - RF(100)

-Unified groups ; weighted one strongest - RF(100)
-Unified groups ; weighted two strongest - RF(100)

-Diverse groups ; one strongest - DT

-Diverse groups ; two strongest - DT

-Diverse groups ; weighted one strongest - DT
-Diverse groups ; weighted two strongest - DT
-Probability sum; normal - DT

-Probability sum; weighted - DT

-Unified groups ; one strongest - DT

-Unified groups ; two strongest - DT

-Unified groups ; weighted one strongest - DT
-Unified groups ; weighted two strongest - DT
-Diverse groups ; one strongest - RF(100)
-Diverse groups ; two strongest - RF(100)

Diverse groups ; weighted one strongest - RF(100)

-Diverse groups ; weighted two strongest - RF(100)
-Probability sum; normal - RF(100)

-Probability sum; weighted - RF(100)

-Unified groups ; one strongest - RF(100)

-Unified groups ; two strongest - RF(100)

-Unified groups ; weighted one strongest - RF(100)
-Unified groups ; weighted two strongest - RF(100)

-Diverse groups ; one strongest - DT

-Diverse groups ; two strongest - DT

-Diverse groups ; weighted one strongest - DT
-Diverse groups ; weighted two strongest - DT
-Probability sum; normal - DT

-Probability sum; weighted - DT

Unified groups ; one strongest - DT

-Unified groups ; two strongest - DT

-Unified groups ; weighted one strongest - DT
-Unified groups ; weighted two strongest - DT
-Diverse groups ; weighted one strongest - RF(100)
-Diverse groups ; weighted two strongest - RF(100)
-Unified groups ; two strongest - RF(100)
-Probability sum; normal - RF(20)

-Probability sum; weighted - RF(20)

-Unified groups ; one strongest - RF(20)

-Unified groups ; weighted one strongest - RF(20)
-Unified groups ; weighted two strongest - RF(20)
-Diverse groups ; one strongest - RF(50)

-Diverse groups ; two strongest - RF(50)

-Diverse groups ; one strongest - DT

-Diverse groups ; two strongest - DT

-Diverse groups ; weighted one strongest - DT
-Diverse groups ; weighted two strongest - DT
-Probability sum; normal - DT

-Probability sum; weighted - DT

-Unified groups ; one strongest - DT

-Unified groups ; two strongest - DT

-Unified groups ; weighted one strongest - DT
-Unified groups ; weighted two strongest - DT
-Probability sum; normal - RF(100)

-Probability sum; weighted - RF(100)

-Unified groups ; one strongest - RF(100)

-Unified groups ; two strongest - RF(100)

-Unified groups ; weighted two strongest - RF(100)
-Diverse groups ; one strongest - RF(20)

-Diverse groups ; two strongest - RF(20)

-Diverse groups ; weighted one strongest - RF(20)
-Diverse groups ; weighted two strongest - RF(20)
-Unified groups ; weighted one strongest - RF(50)

Fig. 5. Results of precision (Prec.), recall, F-measure (F-m.), balanced accuracy (bacc)
and classification accuracy (acc) for the considered approaches Part 4. RF is the abbre-

viation Random Forest and DT for Decision Tree.
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multiple tables (countries). The decision tree (DT) classifier using the ‘Uni-
fied groups’ or ‘Diverse groups’ approach consistently gives the best results for
most versions of dispersion. The Car Evaluation dataset has categorical features,
making it well-suited for decision trees. Interestingly, for the Car dataset, the
‘Probability Sum’ approach, without coalitions, also often produces good results
(for dispersion 3LT, 7LT, 9LT). It is also worth noting that, for this dataset, the
use of weights does not lead to any improvements. The Lymphography dataset,
characterized by complex medical features, performed best when using weighted
random forests in the ‘Diverse groups’ configuration. This suggests that classifier
weighting based on validation set accuracy compensates for prediction conflicts.
However, results were generally lower due to the dataset’s challenging nature.
Given that decision trees sometimes obtain the highest prediction quality (espe-
cially for 9LT), it is important to emphasize that accurate weighting and con-
flict resolution are crucial for this dataset. For the Vehicle Silhouettes dataset,
the best-performing approach was random forests with weighted and sometimes
unweighted ‘Unified groups’.

In general, random forests consistently outperformed decision trees in
datasets with numerical or complex features, such as Vehicle Silhouettes and
Lymphography. In contrast, decision trees excelled in the Car Evaluation dataset
due to its well-defined categorical attributes. It could also be a result of a num-
ber of features selected to build trees. By default, a single decision tree uses
all features, while in a random forest, the square root of the number of fea-
tures. Higher dispersion levels negatively impacted all approaches, especially in
complex datasets like Lymphography. Approaches utilizing weighted classifiers
or diverse coalition strategies mitigated this decline. Forming coalitions among
classifiers with conflicting predictions improved results, emphasizing the value
of ensemble diversity. Applying classifier accuracy-based weights led to better
results in most cases.

Statistical tests were performed to confirm the observed validities and bal-
anced accuracy values were used for comparison. At first, the balanced accuracy
values of all twenty approaches were compared — so twenty dependent samples
each containing of 16 observations were created, representing the results for each
dataset and dispersion version. Since the balanced accuracy is ratio-scaled and
normal distribution is not confirmed, also the samples are small the Friedman
test was used to determine whether the differences in balanced accuracy values
among the approaches were statistically significant. The Friedman test indicated
that there is no statistically significant difference in mean balanced accuracy
among the twenty approaches, x?(15,19) = 9.58,p = 0.96. A comparative box
plot illustrating the balanced accuracy results for the twenty methods is pro-
vided in Fig. 6. Although the statistical test did not confirm the significance of
the mean differences for such a large number of samples, the graph clearly shows
that the results for the weighted approaches are significantly higher than those
for the other methods. Therefore, further statistical tests were conducted.

Next, we analyze the differences in average balanced accuracy among the four
approaches: unified groups unweighted and weighted, diverse groups unweighted



Unified and Diverse Coalition Formation in Dispersed Data Classification

(LU

121

— Moan
[l 95% C1
T Stand. dev.

ne strongest, RF

Probability Sum, normal, DT  *©*

Probability Sum, normal, RF
Probability Sum, weighted, RF
Unified groups, one strongest, RF
Unified groups, two strongest, RF
Probability Sum, weighted, DT
Unified groups, one strongest, DT
Unified groups, two strongest, DT
Diverse groups, one strongest, DT
Diverse groups, two strongest, DT

Unified groups, weighted one strongest, RF
Unified groups, weighted two strongest, RF
Diverse groups, o
Diverse groups, two strongest, RF
Diverse groups, weighted two strongest, RF
Unified aroups, weighted one strongest, DT
Unified groups, weighted two strongest, DT
Diverse groups, weighted one strongest, DT
Diverse groups, weighted two strongest, DT

Diverse groups, weighted one strongest, RF

Fig. 6. Comparison of balanced accuracy obtained for all analyzed approaches.

and weighted. This time, the results were organized into 4 dependent groups,
each containing 64 observations. Similarly, the Friedman test was conducted on
balanced accuracy values. The test confirmed a statistically significant difference
in the averages among at least two of the approaches, x?(64,3) = 17.75,p =
0.0005. To pinpoint the specific differences, a post-hoc Dunn-Bonferroni test was
performed, with the significant results highlighted in blue in Table 2. The test
revealed significant differences between the unweighted and weighted approaches.
A comparative box plot (Fig.7) shows that the balanced accuracy results are
slightly better for weighted than unweighted approaches. This was also confirmed
by the Wilcoxon test (p-value 0.0001) for results organized into two groups —
unweighted and weighted approaches — with 128 observations in each. It was
checked analogously with the Wilcoxon test (p-value 0.17) that the division
into approaches with different methodologies for forming coalitions — unified
groups and diverse groups — does not bring significant differences. However,
when we analyzed individual data sets, it was apparent that sometimes the
approach with consensus coalitions is better, while for difficult data sets, the
approach with incompatible coalitions is better. Thus, the effectiveness of the
coalition formation approach depends on the dataset. However, in general, it can
be concluded that weighted approaches yield better results.

Table 2. p-values for the post-hoc Dunn Bonferroni test for appeoaches: unified groups
unweighted and weighted; diverse groups unweighted and weighted

p-value Unified groups|Unified groups Diverse groups/Diverse groups
weighted weighted

Unified groups 0.04 1 0.04

Unified groups. weighted|0.04 0.03 1

Diverse groups 1 0.03 0.03

Diverse groups. weighted|0.04 1 0.03
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In conclusion, the results indicate the importance of classifier accuracy-based
weighting for dispersed data. Diverse coalition strategies, which group classifiers
with conflicting predictions, proved particularly effective for datasets with com-
plex features or high dispersion, such as Lymphography and Vehicle Silhouettes.
In contrast, unified coalition approaches often performed better in datasets with
categorical features, exemplified by the Car Evaluation dataset. Overall, the find-
ings emphasize the critical role of classifier diversity and weighting in achieving
robust predictive performance across varied datasets.

09 — Mean

c - c [l 95% c1
08 - - 1 Stand. dev.
0.7
06
05

0.4

0.3

Unified groups. Unified groups, weighted Diverse groups Diverse groups, weighted

Fig. 7. Comparison of balanced accuracy obtained for approaches: unified groups
unweighted and weighted; diverse groups unweighted and weighted.

4 Conclusion

This paper proposes a hierarchical classification model based on dispersed data.
Decision trees and random forests were used with conflict model analysis. For
the first time, a model with diverse coalitions was used in conjunction with the
sum method. In addition to that, the weighted variants were introduced and
compared with the unweighted ones. In this work, tests were made on sixteen
different dispersed datasets, some with respect to objects and others with respect
to attributes. The results were compared with other known literature methods:
the sum and weighted sum methods with trees or random forest methods.

The proposed approach yields better results for most of the tested data sets.
It was also statistically proven that in terms of classification quality, determined
by balanced accuracy measure, weighted variants provide better classification
quality than corresponding variants without assigning weights for local models.
Also, which method of creating coalitions is better depends on the data set—
coalitions of diverse models enhance classification quality for more challenging
and diverse data sets.

In future work, the k-nearest neighbors, AdaBoost classifiers, and multilayer
perceptrons are planned to be used as local classifiers in conjunction with the
conflict analysis and coalition formation method and with other methods of
determining differences among local models. The plans also includes features
importance and their similarity between coalitions.
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Abstract. Survey data often presents uncertainty because of missing
values or situations that do not allow the measure of a given variable,
for instance inability /reluctance to answer. On the other side, the sensi-
tivity of questions may affect the quality of data, as well as its reliability
and interpretation. Intuitively, uncertainty in such kind of data could be
related to some kind of criticality, more concretely to topic sensitivity in
this specific case. This paper reports an empirical study conducted on a
subset of the World Values Survey (WVS) aimed at the assessment of
the relationship between uncertainty and topic sensitivity in survey data.
The experiment shows a fundamental convergence and, although results
cannot be generalised because of the limited number of experiments con-
ducted, it establishes the fundamentals for a more systematic approach in
the context of the current technological landscape, which offers the capa-
bilities to enable human-centric and fully automated solutions. Last but
not least, the critical analysis looking at current limitations has defined
a roadmap to further enhance the proposed method aiming at a broader
and more consolidated experimental and validation framework.

Keywords: Knowledge Engineering - Data Engineering - Data
Quality - Sensitive Data - Uncertainty - Self-reported Data -
Human-centric Al

1 Introduction

Uncertainty in its different forms (e.g. aleatory and epistemic [12]) is inherent in
a computational world [4]. While potentially any kind of data may present some
degree of uncertainty, in a data-intensive society uncertainty tends to be asso-
ciated mostly with the complexity of a given domain and related applications,
such as, among very many, Big Data Analytics [8] and business [2]/economic [6]
complexity.

While apparently less critical, also survey data may present uncertainty. That
is normally because of missing data and is related more or less directly to the
inability /reluctance of participants to answer. A well-designed survey should
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offer the possibility to disclose such situations in context (e.g. “Prefer not to
answer”), as well as such situations should be transparently reported with proper
codes in the resulting dataset to contribute to assure a proper quality standard.

On the other side, questions on sensitive topics are relatively common and
often critical [19] as it is widely accepted that the sensitivity of questions may
affect the quality of data, as well as its reliability and interpretation. However,
the intrinsic complexity of topic sensitivity has not been widely studied across
the different dimensions and variety of possible contexts [17]. Literature proposes
some works on specific methods to address sensitive topics (e.g. [16]).

The huge body of knowledge in literature on uncertainty addresses multiple
perspectives [12], from a more conceptual/philosophic view to solutions across
the different domains. However, at the very best of our knowledge, there is a
fundamental lack of study on the relationship between uncertainty and topic
sensitivity in survey data. An interesting study on the topic links sensitive top-
ics to resulting measures or estimations [18], discussing the facto a conceptual
relationship.

In order to contribute to bridge such a research gap, this study empirically
approaches the issue looking at the following research goals:

RG-1. Empirical assessment of the relationship between uncertainty and topic
sensitivity in survey data.

RG-2. Systematic context-specific topic sensitivity assessment.

RG-3. Establish the fundamentals for a systematic validation of the relationship
between uncertainty and topic sensitivity in survey data.

The current approach intrinsically relies on the potential of the modern Al
technology. However, the focus is on systematic, transparent and reliable human-
centric AT solutions [11], which may eventually be customised and tuned by
human inputs within explainable environments [21].

Structure of the paper. The core part of the paper is structured in three sec-
tions that respectively address the methodological aspects (Sect. 2), an empirical
analysis of a relevant case study (Sect. 3) and a critical discussion of the results
looking at main limitations and future research (Sect. 4).

2 Methodology and Approach

A workflow-based representation of the adopted methodology is proposed in
Fig.1. As shown, the input for the iterative process is survey data, meaning a
dataset composed of a number of survey questions and their measure.

As a very first step, questions are processed to extract the main topic. In the
context of this work, such a step is not required as the considered case study [13]
includes a conceptualisation. More in general, topics can be extracted from input
questions by adopting automatic tools (e.g. BERT [10] based). The output for
this step is an aligned set of relevant concepts [7], each one associated with one
or more questions.
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Fig. 1. Methodology overview.

The conceptualization is followed by two independent processes, which aim
to (i) quantify data uncertainty (Sect.3.1) and (i) assess topic sensitivity
(Sect. 3.2) respectively. Uncertainty is semantically associated with missing val-
ues or situations that do not allow the measure of a given variable (for instance
inability /reluctance to answer), while topic sensitivity is a much more abstracted
concept as per common meaning. To remark that uncertainty in this specific case
can be measured according to objective criteria; on the contrary, the assessment
of sensitivity is contextual and, in general terms, subject to bias and multi-
ple interpretations. Therefore, topic sensitivity is assessed by adopting different
methods (human and human-centric) with a progressive scope refinement, from
generic to contextual.

Finally, the output of the mentioned processes are object of analysis to esti-
mate the potential convergence between uncertainty and topic sensitivity.

3 Empirical Analysis: A Case Study

The empirical analysis object of this paper is performed on a subset of the World
Values Survey (WVS) [9]. Tt is characterised by a relatively low dimensionality
and includes a conceptualization [13].

A reduced dimensionality (16 features) is more suitable to this initial study,
as it allows a more intelligible framework of analysis. Moreover, a consolidated
conceptualization contributes in a determinant way to effectively design and
incorporate systematic methods in scope.

3.1 Uncertainty Analysis

In the context of this specific case study, uncertainty is associated with missing
values or values that do not allow the measure of a given variable.
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The World Values Survey (WVS) [9], which underpins the case study object
of analysis, has been designed according to high-quality standards and, indeed,
specific codes are available to flag the different situations that may lead to
such computational uncertainty. They include Don’t know (code = —1), No
answer/refused (code = —2), Not applicable (value code = —3), Missing (code
= —b5), in addition to the value —4 which, at the best of authors understanding,
is not associated to any specific meaning. In general terms, positive values are
associated with computationally valid answers.

As such a fine-grained classification is not relevant for the conducted study,
main statistics (reported in Fig.2) simply refer to the uncertainty resulting by
the combination of all mentioned codes. The considered dataset is composed of
94278 rows, including a 77.23% of complete rows and a 22.77% with at least one
negative code (uncertainty). The breakdown by feature in the same figure shows
a significantly higher amount of uncertainty for the variable Q36.

From a code perspective, to remark that there is no entry with code —3
(associated with Not applicable); on the other side, a high number of rows present
at least one variable with code —1 (Don’t know) or —4 code (unknown meaning),
13.1% and 11.8% respectively; finally, a relatively small number of rows (4.1%
and 2.6%) is associated with some code —2 or —5.

An overview of uncertainty (scaled in the range 0-3) is proposed in Fig. 3a,
while Fig.3b presents the same view excluding variables with an amount of
uncertainty significantly higher than others (@36 in this specific case).

In order to provide a consistent overview of the uncertainty in presence of
those numerical patters, a semi-quantitative approach is adopted: given a range
of values z; and a range for feature scaling [tmin, Umaz|, the higher value of the
range (Umaz) is reserved to values significantly higher than others (2 = wmaq,
Vk,i : x >> x;), while all other values are scaled assuming a range [Umin,
Umaz — 1]. Such an approximation is acceptable in this specific context as the
original numerical patterns are still present in the figure but they are mitigated.
In this specific case, the variable 36 is associated with 3 and all other features
are scaled between 0 and 2 (Fig.4).

3.2 Topic Sensitivity Assessment

This sub-section deals with topic sensitivity and its assessment. Such an assess-
ment is addressed by adopting different methods and assumes a different scope
- i.e. generic and contextual.

Human Assessment. In general terms, the assessment of the sensitivity of a
given topic depends on several factors, including, among others, phrasing, con-
text, audience, respondent, as well as cultural, social and political environment.
Additionally, it may be intrinsically subjective, if not biased, and hard to gen-
eralise.

In this sense, in addition to evidence-based research, a collaborative approach
aimed at establishing shared views on the model of shared meaning-making [1]
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Fig. 2. Uncertainty overview. The first bar (7ot.) reports the number of rows with
uncertainty; the other bars provides a view by feature.

may positively contribute. However, a collaborative method should be prop-
erly designed according to a number of principles to address the inherent socio-
cultural complexity. It may be hard to enable in practice.

In this work, a human assessment of topic sensitivity is performed according
to a simplified approach that relies on common knowledge. Under the assumption
that any topic my be potentially sensitive depending on the context, looking at
the topics in the case study from a generic perspective, Politics, Religion, Gen-
der Discrimination, Homosexuality, Confidence in authorities and Corruption
are definitely critical, with Work that may present some intrinsic sensitivity in
multiple context. Looking more specifically at the nature of the WVS and the
actual questions (contextual assessment), the number of high-sensitive topics is
probably lower as questions on politics, work and religion aim to generically
measure their relevance as a value for respondents. An overview is reported if
Fig. 5a

The proposed analysis is evidently qualitative and, indeed, tends to be “rad-
ical” by focusing on the identification of the most critical topics.
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Scaled Uncertainty
(minimum=0, low=1, moderate=2, maximum=3)

Q1 (Family)
Q131 (Security) 3 Q2 (Friends)
Q112 (Corruption) ) Q3 (Leisure)
Q69 (Confidencein .
authorities) 1 Q4 (Politics)
Q60 (Trusting in others) ﬂq Q5 (Work)
Q50 (Financial L
Stability) Q6 (Religion)
Q49 (Satisfaction) Q27 (Parents Opinion)
. Q29 (Gender
Q46 (Happiness) Discrimination)
Q36 (Homosexuality)
(a)

Scaled Uncertainty (excluding Q36)
(minimum=0, low=1, moderate=2, maximum=3)
Q1 (Family)

Q69 (Confidence in 0.6

authorities) Q2 (Friends)

Q60 (Trusting in

others) Q3 (Leisure)

Q50 (Financial

Stability) Q4 (Politics)
Q49 (Satisfaction) Q5 (Work)
Q46 (Happiness) Q6 (Religion)

Q29 (Gender

Discrimination) Q27 (Parents Opinion)

(b)

Fig. 3. Uncertainty overview scaled between 0 and 3. One of the feature (Q36) presents
a significantly higher value.
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Semi-quantitative Uncertainty Assessment
(minimum=0, low=1, moderate=2, maximum=3)

Q1 (Family)
Q131 (Security) 3 Q2 (Friends)
Q112 (Corruption) ) Q3 (Leisure)
Q69 (Confidence in .
authorities) 1 Q4 (Politics)
Q60 (Trusting in others) Q5 (Work)
Q50 (Financial Stability) Q6 (Religion)
Q49 (Satisfaction) Q27 (Parents Opinion)
Q29 (Gender

Q46 (Happiness) Discrimination)
Q36 (Homosexuality)

Fig. 4. Semi-quantitative view of uncertainty.

Human-Centric Approach. In a context of huge proliferation of Al technol-
ogy, in this specific case, a simplified understanding of a human-centric app-
roach [5] assumes a close collaboration between humans and Al to solve a given
problem [14]. It may realistically reflect many everyday life situations in the
current technological landscape.

More concretely, topic sensitivity has been assessed with the support of
WhatsGPT! and key human inputs in terms of prompt engineering and refine-
ment of the results.

The input for the assessment of the sensitivity of a given topic X is the
following query:

How sensitive is a question on
X

in a survey

from 0 (minimum) to 3 (maximum)?

In addition to explanations and other information, the response to such a
query includes a variable number of example survey questions on the topic with
a related sensitivity score. The average score on the returned examples estimates
the generic sensitivity of the topic. The contextual assessment assumes a further
level of analysis as a subset of example questions is selected to match the actual
case study context. For instance, 5 out of 7 example questions on homosexuality

! WhatsGPT - https://www.whatsgpt.me, accessed on 16 January 2025.


https://www.whatsgpt.me
https://www.whatsgpt.me
https://www.whatsgpt.me
https://www.whatsgpt.me
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Generic and Contextual Sensitivity (human-assessed)
(minimum=0, low=1, moderate=2, maximum=3)

Q131 (Security)

Q112 (Corruption)

Q69 (Confidence in
authorities)

Q60 (Trusting in others)

Q50 (Financial Stability)

Contextual

Q2 (Friends)

Q3 (Leisure)

» Q4 (Politics)
%y
’
(\ Q5 (Work)

~~\
~* Q6 (Religion)

Q49 (Satisfaction) Q27 (Parents Opinion)

Q46 (Happiness) Q29 (Gender Discrimination)
Q36 (Homosexuality)

(a)

Generic and Contextual Sensitivity (human-centric approach)
(minimum=0, low=1, moderate=2, maximum=3)

=== Generic - average score

Contextual - average score

Q1 (Family)

3

Q131 (Security) Q2 (Friends)

Q112 (Corruption) Q3 (Leisure)

Q69 (Confidence in

authorities) Q4 (Politics)

Q60 (Trusting in others) Q5 (Work)

Q50 (Financial Stability) Q6 (Religion)
Q49 (Satisfaction) Q27 (Parents Opinion)

Q46 (Happiness) Q29 (Gender Discrimination)

Q36 (Homosexuality)

(b)

Fig. 5. Sensitivity assessment, including a human assessment and a human-centric
approach.
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have been selected looking at the more specific meaning of the question in the
dataset, which is on homosexuality acceptance in this specific case.

The human-centric analysis is summarised in Table 1. To note that, due to
the generality of the topic and the relatively specific context, a contextual assess-
ment for @29 adopting the proposed method was unsuccessful as the example
questions are not conceptually aligned with the actual application in the dataset.

A graphical overview is proposed in Fig.5b

Table 1. Human-centric assessment.

Generic Contextual
Variable Samples|Av. score/Samples|Av. score/Context
Q1 (Family) 8 1.25 1 0 Value
Q2 (Friends) 8 1.38 1 0 Value
Q3 (Leisure) 8 1.25 1 1 Value
Q4 (Politics) 8 213 |1 2 Value
Q5 (Work) 9 1.67 1 1 Value
Q6 (Religion) 10 1.3 1 0 Value
Q27 (Parents Opinion) 10 1.7 8 1.38 Value
Q29 (Gender Discrimination) |8 1.75 0 1.75*  |Opinion
Q36 (Homosexuality) 7 2 5 1.6 Acceptance
Q46 (Happiness) 9 1.56 2 0 Perception
Q49 (Satisfaction) 10 1.9 1 0 Perception
Q50 (Financial Stability) 10 1.7 2 1 Perception
Q60 (Trusting in others) 10 1.2 5 0.6 Opinion
Q69 (Confidence in authorities)|8 2 1 2 Opinion
Q112 (Corruption) 10 1.7 7 1.57 Perception
Q131 (Security) 10 2 5 1.8 Perception

@ Same as for generic assessment due to a lack of examples relevant to the specific
context.

3.3 From Uncertainty to Semantics

The quantitative estimation of the convergence between uncertainty and sensitiv-
ity adopts the Euclidean Distance. Assuming two points p = [p1, pa, .., Diy -+ Pn)
and ¢ = [q1, 42, -, Gi, ---, Gn) In the Euclidean n-space, the distance between such
points is defined as in Eq. (1).
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Results are reported in Table 2 and point out two clear independent patterns,
including (%) a significantly lower distance for the contextual approach regardless
of the adopted method and (i4) human-centric approach slightly more effective
to approximate experimental measurements.

A visual representation is provided in Figs. 6 and 7, for the human and the
human-centric approach respectively.

Table 2. Results summary in terms of Euclidean Distance.

Assessment Method Assessment Scope|Distance
Human Generic 4.46
Human Contextual 2.96
Human-centric Generic 4.22
Human-centric Contextual 2.70
Hybrid Generic 4.82
Hybrid Contextual 1.94

Last but not least, a hybrid approach resulting from the two methods (average
values) is proposed. Numerical values are in Table 2 and a visual representation
is in Fig.8. While the generic assessment for the hybrid approach presents the
higher distance from experimental data, its fine-tuned version (contextual) out-
performs both underlying methods. It provides significant insight for the future
evolution of the system and its automation.

4 Current Limitations and Outline of Future Research

The empirical assessment has provided valuable insight, in line with the pre-
defined research goals. The results achieved establish a grounding framework to
enable in fact a systematic evidence-based approach.

However, such a result should be considered looking at current limitations to
define a roadmap for future research:

— Scale. While the conducted experiment involves a large dataset, the analysis
has been conducted at a reduced dimensionality. The current focus on topics
over specific question intrinsically enable a scalable framework of analysis.

— Data source. The experiment is currently related to one single dataset.
Extending the empirical assessment to multiple datasets in a diverse and
multi-disciplinary context is a key factor to consolidate a systematic and
generic approach, as well as to identify peculiarities and possible limitations.

— Bias. As extensively discussed in the paper, there is an intrinsic risk of bias
to assess the sensitivity of a given topic. Such a quantification inherently
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Uncertainty vs Human Assessed Sensitivity (generic)

Uncertainty = == Human(Generic)

Q1 (Family)
Q131 (Security) 3 Q2 (Friends)
Q112 (Corruption) Q3 (Leisure)
”" 2
VAR
/ N,
/ N

4
Q69 (Confidence in authorities) ‘o P Q4 (Politics)
~ -
’

Q60 (Trusting in others) Q5 (Work)

~3
Q50 (Financial Stability) * Q6 (Religion)

Q49 (Satisfaction) Q27 (Parents Opinion)

\
Q46 (Happiness) /_ ===~ Q29 (Gender Discrimination)

Q36 (Homosexuality)

(a)
Uncertainty vs Human Assessed Sensitivity (contextual)

e==Uncertainty ====Human(Contextual)

Q1 (Family)
Q131 (Security) 3 Q2 (Friends)
Q112 (Corruption) Q3 (Leisure)
2
Q69 (Confidence in authorities) Q4 (Politics)
1
Q60 (Trusting in others) Q5 (Work)
Q50 (Financial Stability) Q6 (Religion)
Q49 (Satisfaction) Q27 (Parents Opinion)
Q46 (Happiness) Q29 (Gender Discrimination)
Q36 (Homosexuality)

(b)

Fig. 6. Uncertainty and human-assessed sensitivity, including a generic and contextual
analysis.

presents a certain degree of complexity, as it may depend on different contex-
tual factors. The simplified approach adopted in this paper should be further
enhanced through more consistent mitigation strategies (for both human and
AT bias [15]) based on formal analysis frameworks.
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Uncertainty vs Human-centric Assessed Sensitivity (generic)

Uncertainty = == Human-centric(Generic)

Q1 (Family)

3

Q131 (Security) Q2 (Friends)

Q112 (Corruption) Q3 (Leisure)

Q69 (Confidence in authorities) Q4 (Politics)
Q60 (Trusting in others) Q5 (Work)
Q50 (Financial Stability) Q6 (Religion)

Q49 (Satisfaction) Q27 (Parents Opinion)

Q46 (Happiness) Q29 (Gender Discrimination)
Q36 (Homosexuality)

(a)

Uncertainty vs Human-centric Assessed Sensitivity (contextual)

——Uncertainty H ic(C )
Q1 (Family)
Q131 (Security) 3 Q2 (Friends)
Q112 (Corruption) Q3 (Leisure)
2
Q69 (Confidence in authorities) Q4 (Politics)
Q60 (Trusting in others) Q5 (Work)
Q50 (Financial Stability) Q6 (Religion)

Q49 (satisfaction) Q27 (Parents Opinion)

Q46 (Happiness) Q29 (Gender Discrimination)
Q36 (Homosexuality)

(b)

Fig. 7. Uncertainty and sensitivity (assessed according to a human-centric approach).
It includes generic and contextual analysis.

— Interaction with AI. The human-centric approach is valuable in the context
of this work and, more in general, critical in the modern technological land-
scape. In this specific case, a consistent approach requires a more sophisticated
interaction model [3] to further enhance the reliability and effectiveness of sys-
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Uncertainty vs Hybridly Assessed Sensitivity (generic)

Uncertainty = == Hybrid(Generic)

Q1 (Family)
Q131 (Security) 3 Q2 (Friends)
Q112 (Corruption) Q3 (Leisure)
2
’I So <
Q69 (Confidence in authorities) ,’ \\\ Q4 (Politics)
“ ~ \\1\ e <2
N - Il
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Q60 (Trusting in others) ¢ Q5 (Work)
\
1
-— \
~=-3
Q50 (Financial Stability) Q6 (Religion)

Q49 (Satisfaction) Q27 (Parents Opinion)

Q46 (Happiness) Q29 (Gender Discrimination)

Q36 (Homosexuality)

(a)
Uncertainty vs Hybridly Assessed Sensitivity (contextual)

e Uncertainty ====Hybrid(Contextual)

Q1 (Family)
Q131 (Security) 3 Q2 (Friends)
Q112 (Corruption) Q3 (Leisure)
2
Q69 (Confidence in authorities) Q4 (Politics)
1
Q60 (Trusting in others) Q5 (Work)
Q50 (Financial Stability) Q6 (Religion)
Q49 (Satisfaction) Q27 (Parents Opinion)
Q46 (Happiness) Q29 (Gender Discrimination)

Q36 (Homosexuality)
(b)
Fig. 8. Uncertainty and sensitivity assessed according to a hybrid approach.
tematic solutions. Additionally, the stability of the output and the impact of

different tools as a function of the input (e.g. Prompt Engineering [20]) should
be carefully assessed.



138 S. F. Pileggi and G. Bharathy

— Assessment metrics. In generic terms, the assessment metrics are simple to
prioritize intelligible analysis and interpretations. While this is an unques-
tionable advantage, additional metrics are required to support the evolution
of the system toward automation.

— Automated approach. More in general, the synthesis and the validation of
fully-automated solutions require additional experimentation and testing, in
line with the previous discussion points.

5 Conclusions

This empirical work has provided valuable insight to assess the relationship
between uncertainty and topic sensitivity in survey data, showing a relatively
clear convergence. Although the current experimentation (limited to one sin-
gle case study) doesn’t allow the generalisation of the results, it establishes the
fundamentals for a more systematic approach in the context of the current tech-
nological landscape, which offers the capabilities to enable human-centric and
fully automated solutions. Additionally, the critical analysis looking at current
limitations has defined a roadmap to further enhance the proposed method aim-
ing at a broader and more consolidated experimental and validation framework.
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Abstract. In psychological research, network models are widely used
to study symptoms of mental health disorders. However, these models
often fail to account for uncertainty, leading to potentially misleading
inferences. To address this issue, this study examines the robustness of
psychological networks by analyzing a dataset of risk factors for suici-
dal behavior with multiple network algorithms. We compare two causal
discovery algorithms—Hill Climbing (HC) and TABU search—and the
Gaussian Graphical Model (GGM), a widely used statistical network
model in psychology. Uncertainty is assessed along two dimensions: (1)
the impact of noise, by introducing varying levels of white noise into the
dataset, and (2) the effect of sample size reduction, by systematically
decreasing the number of observations. Our results indicate that both
HC and TABU search are highly sensitive to noise and sample size, with
HC slightly outperforming TABU in terms of precision and recall. GGM
performance declines gradually with increasing noise and sample size
reduction, leading to sparser networks. For all algorithms, recall declined
at a faster rate than precision. Finally, we examine the robustness of
edges leading to suicidal ideation, finding that the edge from Depression
to suicidal ideation remains relatively stable across conditions. This is a
promising result, since many suicide interventions are based on treating
depressive mood. Our results emphasize the importance of considering
uncertainty in network-based psychological research, particularly when
applying causal discovery algorithms.
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1 Introduction

In the last decade, network models have gained increasing popularity in the
social and behavioral sciences. For instance, in psychology, they are particularly
valuable for modeling complex interactions between symptoms [3]. The most
commonly used approach are undirected network models, where edges represent
conditional independence relationships between variables. These are typically
estimated using statistical models, such as Gaussian Graphical Models (GGMs),
which infer edges based on partial correlations [9]. More recently, there has been
a growing interest in causal discovery algorithms [12,16]. These methods are
often used to estimate directed networks, typically as Directed Acyclic Graphs
(DAGS). Unlike GGMs, which capture associative patterns, DAGs attempt to
infer causal structures using, for instance, score- or constraint-based methods.

Recently, increasing attention has been given to the replicability and robust-
ness of network models, with researchers questioning the extent to which reli-
able inferences can be drawn from estimated networks [10]. Much of this work
has focused on measurement-related uncertainty, such as how different response
scales or node aggregation methods influence network structures. For example,
[14] showed that using aggregated variables, whether through latent factors or
mean scores, improved the performance compared to single-indicator models.

While this line of research addresses uncertainty on a measurement related
level, it does not focus on uncertainty arising directly from the data, which can
be an especially big issue in psychology [10]. For instance, most psychological
data sets have small sample sizes to begin with. Additionally, some participants
might misinterpret the asked questions or answer dishonestly, for example due to
stigma. As a consequence, the data can become very noisy, which can manifest
as spurious or missing relationships in networks. This is particularly concerning
in clinical psychology, where network models are increasingly used to identify
key symptoms or potential targets for interventions. While multiple studies have
investigated the role of sample size [9,14], other data-related sources of uncer-
tainty, for instance noise, have not been studied in a psychological context yet.
Thus, this study aims to address this gap by evaluating the performance of var-
ious network algorithms using a real data set. Specifically, two sources of data
uncertainty will be examined: noise and sample size reduction.

To examine these effects of uncertainty, this study uses a cross-sectional
dataset derived from [19]. The original authors studied risk factors for suici-
dal ideation through the lens of the Integrated Motivational Volitional theory
(IMV) of suicidal behavior. According to that theory, suicidal thoughts arise
from the interaction of different factors such as entrapment or defeat [19]. Pre-
viously, [7] already used this data to construct various networks using statistical
models, such as GGM. Using this data set, the present study systematically
introduces two types of data uncertainty—noise, and sample size—and assesses
their impact on both directed and undirected network estimation. Additionally,
the robustness of the causal edges leading towards suicidal thoughts, under both
noise and data reduction, will be examined.
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1.1 Background and Related Work

Background. Most undirected networks in psychology are based on the pair-
wise Markov random field (PMRF). In these models, when two variables are
connected, it implies conditional dependence, while the absence of an edge signi-
fies conditional independence given all other variables in the network. When the
data follows a multivariate Gaussian distribution, the appropriate PMRF model
is a GGM, described in more detail in Sect. 2.2.

A directed acyclcial graph (DAG) is a graph G = (V, E), where V =V, ..V,
represents a set of random variables, also referred to as nodes, and F is a set of
directed edges. In this context, an edge from variable A to B (A — B), indicates
that variable A is considered a potential cause of variable B. However, to make
this kind of conclusions, causal discovery algorithms are usually based on certain
assumptions, such as faithfulness. An in-depth review of them is beyond the scope
of this paper, but see [13] for a more detailed discussion.

There are multiple approaches to learn a DAG from a data set. For example,
score-based algorithms approach this problem from a machine-learning perspec-
tive: they search the space of potential DAG structures to determine the one
that reduces the score of a loss function.

Related Work. In computational science, uncertainty in DAGs has been
assessed across multiple levels. For instance, there are many proposed exten-
sions and algorithms that take uncertainty into account [2]. Another strategy
is to induce noise directly into the data. For example, [6] compared different
DAG algorithms on noisy real-world data. Using multiple empirical networks as
different case studies, they induced noise by adding missing/incorrect values or
merging variables. They conclude that evaluation based on synthetic data can
overestimate performance by anywhere from 10% up to 50%. [1]| arrives at a
similar conclusion.

Both of these studies compared the noisy graph to a reference network, which
was either constructed by the authors themselves (e.g., via simulations) or sup-
plied by experts. However, in social and behavioral sciences, such use of reference
networks is rare: graphs are most commonly only learned from the data. Thus,
to make our study more realistic, we directly learn the graph from the data,
rather than relying on pre-constructed reference graphs.

2 Methodology

For each type of uncertainty, a single experiment will be conducted, resulting in
two experiments in total. Each of them will feature all the algorithms described
below, and will be run over 500 iterations. Following this, the frequency of edges
leading to suicidal ideation identified by the different algorithms will be assessed
under two conditions: varying noise levels and sample size. Thus, an edge is
considered robust if it appears consistently, even under high noise and reduced
sample size.
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The analysis is conducted in R, using the R studio environment [15]. For
the undirected networks, the package bootnet is used [9], while the DAGs were
constructed using bnlearn [17]. Further, tidyverse was used to clean the data and
visualize the results [20].

2.1 Data Description

The data comes from a population-based study on wellbeing, and is described in
detail elsewhere [7]. Briefly, variables from the IMV theory were measured using
various psychological questionnaires in the general population. For example, a
question from the Barret Impulsivity scale (BIS), assessing Impulsivity, reads: “I
act on impulse”, and can be answered on a scale from 1 (not at all) to 4 (always).
For a full overview of all the questionnaires and variables see [7].

To conduct further analysis, a common practice is to create sum scores for
each questionnaire, i.e. to sum up all the observations for each individual per
variable. For example, the BIS questionnaire consists of 30 questions. For each
participant, all 30 scores were added up, reducing the amount of data from 30
raw scores to 1 sum score. For the current analysis, only participants experi-
encing suicidal ideation were used (n = 333), as otherwise the distribution of
the variables would be non-Gaussian. Further, as the different questions were
measured on different scales, all the scores were normalized to a 0 to 100 scale.

2.2 Algorithms for Constructing Networks from Data

Networks are constructed using multiple algorithms. Undirected, statistical
graphs were computed using a GGM, one of the most commonly used algo-
rithms in Psychology [9]. The edges in a GGM represent partial correlation
coefficients. To enforce sparsity in the network structure, the Graphical Least
Absolute Shrinkage and Selection Operator (glasso) was applied, which imposes
a penalty on the inverse covariance matrix, driving small partial correlations to
zero [9].

For the DAGs, both the Hill Climbing (HC) and TABU algorithm are used.
HC is a score-based algorithm, relying on a greedy search strategy. It starts
off with an empty graph and makes local moves such as adding/removing an
edge that lower a scoring function. Once a move does not improve the score, the
algorithm terminates, which can result in it getting stuck in a local minimum.
To avoid this problem, an extension of this algorithm was created that allows
lower scoring moves. This extension is called TABU search. For both algorithms,
the default scoring option of the Bayesian Information Criterion (BIC) will be
used.

Each algorithms depends on a set of hyperparameters. For example, for
TABU, the number of recent moves can be modified. This kind of memory serves
the purpose of not revisiting older moves again. In our experiments, we used all
the default settings, as outlined in Table 1.
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Table 1. Software and Hyperparameters for each algorithm.

Algorithm Software|Default Hyperparameters

Gaussian Graphical Model (GGM)bootnet |gamma = 0.5, number of tested
lambda
values = 100, Ratio of lowest
lambda
value compared to maximal
lambda = 0.01

Hill Climbing (HC) bnlearn random restarts = 0, scores =
BIC

TABU Search bnlearn [tabu list = 10, escapes = 10,
scores = BIC

2.3 Data Augmentation

The data was modified in two different ways. First, white noise was induced in
the data set. Using a fixed amplitude a, we add an absolute noise level % (in
percentage points of the normalized 0-100 scale) by drawing from:

i ~ Uniform([—a, +a])

where 0; refers to the added noise to the ith observation. Thus, the noisy ith
observation z; "™ is defined as:

noisy __
x; =x;+0;

with z; being the original, i.e. unmodified, observation. For example, if the noise
amplitude is o = 10, then §; € [—10,+10], so a point at a; = 50 is perturbed
somewhere in [40, 60]. Thus, as §; has the same range for every observation, the
variance of the added noise is constant across all observation (i.e. homoscedastic)
- a condition necessary for the GGM. Since the range of the data is bounded
between 0 and 100, values above or below these thresholds are clipped. Second,
data quantity was compromised. Here, rows of the observed data were randomly
removed according to a percentage. For example, if this quantity percentage is
20%, then 67 randomly chosen rows would be removed, and the graph would be
estimated based on the remaining 266 observations instead of 333.

2.4 Evaluation Metrics

Evaluation in this context refers to how well the graph based on modified data
performs in comparison to the graph learned from the original non-modified
data. It should be noted, that in this sense, there is no “ground truth” network,
since the true model is not known when working with an empirical data set. As
the main goal is to estimate the impact of noise relative to the original data,
the network learned from the non-augmented data will be used as a “reference”.
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Subsequently, the graph based on the non-augmented data will be referred as the
original graph. A similar use of reference graphs was also previously done by [13],
who evaluated different DAG algorithms on empirical data sets without knowing
the true underlying structure. Their study, however, relied on an fMRI data
set and one composed of cause—effect pairs—both of which differ substantially
from the types of data typically encountered in clinical psychology. Our use of
reference graphs also implies that for all three algorithms, the baseline graphs
will be different. Three scoring metrics are calculated for each experiment:

1. Precision: Measures the proportion of predicted edges that are actually
present in the original graph. It is calculated by dividing the True Positive
rate (TP) by the sum of TP and False Positives (FP).

2. Recall: Measures how many true edges from the original graph are successfully
recovered by the noisy graph. It is calculated by dividing TP by the sum of
TP and False negatives (FN).

3. F1: The F1 score is the harmonic mean between Recall and Precision, and is
a commonly used metric in the field of DAGs. It is defined as:

Fl— 2 * Precision * Recall

Precision + Recall

Even though the F1 score is the mean of both precision and recall, it can
still be informative to look at all three scores. The reason is that a low F1 score
does not tell us whether it is low due to recall or precision.

3 Results
3.1 Baseline Results

Figure 1 displays the baseline graphs. The GGM is very densely connected com-
pared to the HC and the TABU algorithm: the average degree for the GGM
is appoximately 9, while for HC and Tabu it is approximatly 2. On the other
side, the HC and the TABU algorithms do not differ much. The main differences
appear to be the direction of the edges. For instance, in the HC algorithm, feel-
ings of defeat (Def) lead to stress (Str), while in the TABU graph this direction is
reversed. The centrality measures degree and betweenness are shown in Table 2.
Despite these structural differences, the nodes connected to suicidal ideation
appear consistent across the algorithms: suicidal ideation is linked to thwarted
belongingness, depression, mental well-being, and feelings of defeat. These asso-
ciations are supported by prior empirical research [5]. Other empirically sup-
ported links, such as those between depression and perceived burdensomeness
or impulsivity, are also present [7].
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Gaussian Graphical Model Hill Climbing TABU search

Fig. 1. Baseline graphs for the three algorithms. In the Gaussian graphical model,
edge thickness reflects the strength of the partial correlation. Blue edges represent
positive relationships, while the red ones the negative. Since Hill Climbing and TABU
are structure learning algorithms, no edge weights are assigned. The symptoms are
described in Table 2. (Color figure online)

3.2 Uncertainty: Data Noise

Figure 2 shows the results for noisy data. Overall, the impact of noise is quite
significant: 20% noise already results in a F1 value of less than 0.8. HC slightly
outperforms TABU search, both in regards to precision and recall. The added
noise also had a higher impact on recall compared to precision, meaning that
the noisy graph is less prone to false positive edges, but misses many edges that
were present in the original graph (high false negative).

For the GGM, the performance gradually decreases up until 50% noise. After
that, a slight increase in precision can be observed. A potential reason for this
could be that the graph is becoming more sparse: the original graph contains
75 edges on average, which decreases to 59 edges for 50% noise, and further
drops to 30 edges for 80% noise. As the number of the detected edges declines,
so does the number of false positives. This decrease is happening at a faster rate
compared to the decline in true positives, leading to an increase in precision’.

This pattern is also visualized in Fig.3. The edges detected under higher
levels of noise are usually around nodes with high centrality, such as feelings of
defeat (Def) or Perceived Burdensomeness (PB) in the example of Fig. 3.

! From 50% to 80% noise, the true positives drop by ~ 46%, while the false positives
drop by ~ 63%.
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Table 2. Degree centrality (Cp) and betweenness centrality (Cg) of nodes for GGM,
Hill Climbing, and TABU graphs. The term in the bracket of the Node column refers
to the abbreviation used in the plotted graphs.

Node Cp GGM|Cp HC/Cp Tabu/Cp GGM|Cp HC|Cp Tabu
Depression (Dep) 12 7 7 40 7 0
Perceived Burdensomeness (PB)/12 6 6 18 7 6
Defeat (Def) 11 8 8 46 18 15
Resilience (Res) 11 4 4 34 0 0
Suicidal Thoughts (Si) 10 4 4 4 1
External Entrapment (Een) 10 6 6 34 15 13
Stress (Str) 10 5 5 4 8 1
Mental Well-being (MW) 9 8 8 54 10 9
Social Perfectionism (SoP) 9 2 2 0 0 0
Mental Imagery (Mel) 9 3 3 0 4 1
Thwarted Belongingness (TB) |8 5 5 26 10 9
Internal Entrapment (Ien) 8 4 4 30 4 2
Optimism (Opt) 7 1 1 0 0 0
Acquired Capabilities (Acq) 7 3 3 4 2 2
Social Support (SoS) 7 1 1 4 0 0
Exposure to Suicide (Exp) 6 1 1 0 0 0
Impulsivity (Imp) 4 2 2 0 1 0

3.3 Uncertainty: Data Quantity

Figure 2 shows the results for reducing the data quantity. As the sample size
decreases, both precision and recall decline, with recall exhibiting a higher
decrease across all three algorithms. HC and TABU perform similarly, though
HC consistently outperforms TABU by a small margin. This is not surprising,
since TABU can be viewed as an extension of HC. The performance of the GMM
gradually decreases as well, but at a smaller rate compared to the causal dis-
covery algorithms. Similar to the noise experiment, the GGM becomes sparser
as the sample size decreases. While the retained edges are largely correct, many
true edges from the original graph are omitted, likely due to the loss of power
(see Fig.4). This results in a relatively high precision and low recall. Notably,
when 80% of the data is missing, the graph is estimated to be empty in approx-
imately 8% of the cases. When 90% of the data is missing, the graph is empty
every time.

3.4 Uncertainty: Causal Edges Leading to Suicidal Ideation

In the baseline HC graph two edges lead to suicidal ideation: depression and
defeat, while in the TABU graph only depression leads to suicidal ideation.



148

Fig. 2. Simulation results for all the evaluated uncertainty types across the causal
discovery algorithms. The first plot depicts the results when adding noise and the
second one for the reduction of the sample size. The errorbars correspond to the IQR
range of observed values.

Figure 5 depicts the frequency of the edges across various noise levels and sam-
ple sizes (over 500 iterations). Depression — Suicidal ideation appears to be
relatively robust across both noise and sample size reductions. At 40% noise,
the edge was found in approximately 75% of the cases in both HC and TABU
algorithms, while for 80% noise, it was slightly below 50%. A similar pattern is
observed when reducing the sample size.
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Original Graph Graph with 30% Noise Graph with 80% Noise

o4

Fig. 3. GGM graph examples with noise. The graph on the left is the original graph,
learned from the unmodified data, while the graph in the middle was learned with 30%
noise and the one on the right with 80% noise. For node legend see Table 2.

Original Graph Graph from 80% missing data

Fig. 4. GGM graph examples with compromised sample size. The graph on the left is
the original graph, learned from the unmodified data, while the graph on the right was
learned with data with 80% missing observations, meaning only 67 rows of observations
were used instead of the full 333. For node legend see Table 2.
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Results for Noise Experiment
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Fig. 5. Results for the experiments of the robustness of the edges leading to suicidal
ideation for the Hill Climbing and TABU algorithm. The top plot depicts the results
for the noise experiment and the bottom plot for the sample size. The y-axis refers to
the frequency in percentage of the observed edges, averaged across all the observations.
The error bars represent 95% confidence intervals.

The edge Defeat — Suicidal ideation is also relatively stable in the HC
algorithm, although less than Depression — Suicidal ideation. From 20% noise
onward, the frequency of this edge declines faster than for Depression — Suici-
dal ideation, so that at 60% noise, it is only present in half of the cases. When
reducing the sample size, a similar trend is observed: up until 40% of the data is
removed, both edges are present in over 70% of the cases, but when 60% of the
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data is removed, Defeat — Suicidal is present in only half of the cases. For the
TABU algorithm, this edge was not examined, since it was not present in the
baseline graph in Fig. 1.

4 Conclusion

This study examined the impact of data-related uncertainty—specifically noise
and data reduction—on the estimation of psychological networks. Overall, we
found that the network structures were highly sensitive. Both HC and TABU
search in particular were especially affected, with HC slightly outperforming
TABU search. The GGM graphs mostly became very sparse, with high noise or
data reduction resulting only in few estimated edges.

Among the edges leading to suicidal ideation, the edge from depression to
suicidal thoughts remained consistently detectable across both noise and sample
size. This is a promising result, implying that intervening on depressive mood
could lead to changes in suicidal thinking. Indeed, there are multiple trials sug-
gesting that targeting depressive symptoms can lead to lower suicidal ideation
[11,18]. There are also specific suicide interventions, such as PROSPECT-an
intervention for elderly people- whose main goal is to target depressive symp-
toms [4]. For a review of depression-based suicide interventions see [8].

Lastly, although this study is one of the first to examine data-related uncer-
tainty in a psychological data set, there are a few limitations. For instance, we
examined only one data set, meaning that for slightly different data, the results
could be very different. Additionally, we examined only the network structure
and did not analyze the parameter weights. Since determining the structure of
a graph is typically the first step before estimating parameters, it is arguably
a more critical aspect. Nevertheless, future research should further investigate
the influence of data-related uncertainty on the edge weights. Despite these lim-
itations, our study represents an important first step in exploring the impact
of data-related uncertainties within a real psychological dataset. By highlight-
ing the sensitivity of network structures to noise and data reduction, it lays the
groundwork for future research aimed at improving network estimation methods
in the context of psychological data.
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Abstract. In astronomy, precise determination of stellar positions,
proper motions, and parallaxes based on space telescope observations
is a Big Data problem. It requires a dedicated software solver running on
a high-performance computer to analyse billions of input data records
and produce an output stellar catalogue. The solution process relies on a
sophisticated model to calibrate out the distortions, which are inevitably
presented in the raw input data due to the imperfections of the tele-
scope. After the solution is calculated, its quality must be assessed for
physical correctness, scientific value, and possible ways of calibration
model improvement. The tools for the solution quality assessment are as
important as the solver itself and contribute to the solver’s tractability
by unveiling the path to fine-tuning the solving process. In our pre-
vious work, we created a high-performance astrometric solver AJAS
suited for the Japan Astrometry Satellite Mission for INfrared Explo-
ration (JASMINE). In the present work, we foster AJAS tractability by
integrating it with the ontology-driven visual analytics platform SciVi
leveraging the principles of multi-purpose ontology-driven APT for in-situ
data processing. This integration provides users with high-level manage-
ment tools for AJAS computation jobs and high-level visual data mining
tools for AJAS solutions. All these tools can be configured via a graphical
user Web interface, extended in Jupyter Notebooks, and executed on the
same computing resource as AJAS, which minimises the data transfer. In
this paper, we elaborate on the technical details of the above-mentioned
tools and demonstrate their capabilities on the real examples of the AJAS
solution quality assessment.

Keywords: Astrometry - Data Fitting + Visual Analytics -+ Ontology
Engineering - Big Data

1 Introduction

Astrometry is a branch of astronomy aiming to precisely determine stellar param-
eters like position, proper motion, and parallax based on raw telescope obser-
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vations. Accurate values of these parameters are crucial for fundamental astro-
nomical and astrophysical studies of the structure and history of the Milky Way
Galaxy [7].

An astrometric solver is a complex software pipeline tackling a Big Data
problem with uncertainties. It reveals the stellar parameters based on a massive
amount of observational data, which contain uncertainties in the form of var-
ious distortions and noise caused by the imperfections of the telescope optics,
detector electronics, etc. To reach its scientific aim, an astrometric solver must be
performant, numerically accurate, and provide tools for assessing and alleviating
uncertainties propagated from the input data to the output.

In our research work, we contribute to the development of the astromet-
ric solver for the Japan Astrometry Satellite Mission for INfrared Exploration
(JASMINE) [10]. For JASMINE, a thorough exploration of the crowded area of
the Milky Way centre is planned, which involves about 115 thousand stars with
9.2 billion observations. For this purpose we have developed at the Institute for
Computational Astronomy (Astronomisches Rechen-Institut, ARI) of Heidelberg
University, Germany, the ART JASMINE Astrometric Solver (AJAS) suited for
massively parallel high-performance computers [14,15].

For AJAS, we managed to solve the Big Data processing issue by proposing a
dedicated software architecture and utilising state-of-the-art approaches to build
high-performance applications. This allows AJAS to handle the expected full-
scale JASMINE mission’s data within 8.5h on a cluster with 5000 CPU cores.
In this paper, we propose an approach of making the AJAS tractable by the
in-situ visual analytics platform SciVi [4] allowing for monitoring and assessing
the solution outcome.

The key contributions of the paper are the following:

1. Bridging astrometry with in-situ visual analytics.

2. Developing the in-situ toolset for assessing the astrometric solution quality
for AJAS.

3. Extending the smart interoperability of the SciVi visual analytics platform
to better handle the in-situ processing cases.

4. Developing a high-performance data access library for AJAS solutions.

2 Methodology

In general, an astrometric observation o is the centroid with particular coordi-
nates (k;p) of a stellar image taken by a telescope at a particular moment of
time. The set of observations can be expressed as a function o = f(p), where p
is a vector of model parameters describing, on the one hand, the best knowledge
of the locations and motions of the stars on the celestial sphere, and, on the
other hand, the best knowledge of the spatial orientation and imaging proper-
ties of the telescope used for making these observations. The function f has a
complicated nature incorporating a lot of effects including, for example, rela-
tivistic effects such as aberration and light bending as well as image distortions
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of the optical and electronic imaging system. Therefore, f is not fully known
and cannot be expressed analytically nor inverted to straightforwardly get p.
Instead, an optimisation task arises to find the best fit of p by minimising the
residuals 0 — ¢, where ¢ = ¢g(p) is a vector of predicted observations and g is
a model of f. To adequately model the unknown f function by the g function,
a calibration model is introduced that is supposed to describe the differences
between the imaging properties of the ideally specified nominal telescope and
the actually implemented telescope. The calibration model spawns its own nui-
sance parameters, which are included in the optimisation process as an integral
part of p.

The data fitting procedure is based on the least squares approach involving
linearisation of g and subsequent solving of the linear equations system. This pro-
cedure has two major problems to tackle. The first problem is a Big Data issue
concerning the size of the system. It depends on the particularities of the astro-
metric mission, but even for relatively small missions, the number of equations
goes into the billions. The second problem is the quality of the calibration model.
To approximate f by g within the target accuracy, the calibration model needs
to be properly fine-tuned. These two problems impose challenging requirements
the software astrometric solver should meet: it should be very high-performant,
flexible, and tractable. It should also contain tools to assess the accuracy and
correctness of the solution, and to appraise the ability of the calibration model
to absorb systematic distortions.

3 Related Work

The JASMINE astrometric problem is formulated adopting the experience from
the ESA Hipparcos [5] and ESA Gaia [7] space astrometry missions and solved
by AJAS utilising the direct approach [14] similarly to the Gaia One Day Astro-
metric Solution (ODAS) [11]. This means that the system of equations for the
least squares data fitting is solved in one go, without iterations, by inverting its
reduced normal matrix M. Since M by its nature is rank-deficient [14], AJAS
leverages singular value decomposition to calculate its pseudo-inverse M ™. Com-
putations rely on the state-of-the-art libraries ScaLAPACK [1] and EigenExa [16]
for number crunching and MPI for inter-process communication. Along with
that, hand-crafted optimisations for matrix operations are implemented by con-
sidering the peculiarities of the matrix structure and fine-tuning for data locality,
efficient multithreading, CPU cache usage, and vectorisation [14].

The JASMINE problem is driven by data. This means that data access and
storage are the main bottlenecks of the solver. While running, AJAS scans hun-
dreds of gigabytes and produces terabytes of data, moreover the general data
access pattern is highly random and very cache-unfriendly by its nature. A thor-
ough inspection of the AJAS solution requires access to all the data generated
during the calculations. For the traditional posthoc analysis made in software
like TOPCAT [17], which is very popular among astronomers, it would be nec-
essary to download the corresponding set of files from the cluster to gain local
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access. Even the bare minimum subset for the meaningful analysis (for example,
the array of solution residuals) is more than 100 gigabytes. This, in turn, would
mean spending drastically more time for network communication, than the solv-
ing process takes, and potentially abusing the connection channel. Besides that,
handling the required data volume locally imposes severe requirements on the
performance of a local machine. The natural way to tackle this problem is going
for the so-called in-situ techniques, which “attempt to avoid the overhead of fully
loading and indexing the data in a database management system and improve
performance by progressively building an index during data exploration” [12].

In-situ visualisation and analytics is a broad umbrella term that encloses the
entire paradigm of processing data as it is generated [2,3]. H. Childs et al. propose
an elaborated taxonomy of in-situ systems and define classification criteria to
derive a dedicated type for an arbitrary in-situ system [2]. The main idea of
in-situ processing is twofold: the data can be processed before their generation
is finished, and data transferring overhead is minimised.

Recently, one of the popular and flexible ways of organising in-situ data
processing is Jupyter running on the side of a high-performance computer and
exposing a Python interpreter to the user via a Web browser [9,18]. Analysis
within Jupyter Notebooks gives all the freedom of Python scripting but requires
corresponding programming skills from the scientist. In contrast, scientific visu-
alisation systems like ParaView and Vislt provide in-situ processing capabilities
with a high-level graphical user interface, smoothing the learning curve but con-
straining the scientists by a predefined set of analytical tools [3].

To balance between these two approaches, we leverage the in-situ visual ana-
lytics for AJAS with the ontology-driven platform SciVi [4,13]. SciVi can run
in userspace on high-performance computers, exposes a Web interface, and pro-
vides an intuitive visual programming language based on data flow diagrams
for defining visual analytics pipelines using a set of predefined operators. The
defined pipelines can then be either executed directly within SciVi or automati-
cally transformed into the Jupyter Notebooks. The latter allows for the extension
of SciVi operators in Python should they not be enough for advanced analytics
beyond the main expected analytical scenarios. Along with that, it is very easy
to extend SciVi with new operators written in Python, C++, and JavaScript,
making them immediately available in the SciVi Web GUI.

SciVi also can be seamlessly integrated with AJAS supplying settings param-
eters directly to AJAS modules and allowing the monitoring of intermediate
AJAS state on the fly.

4 AJAS Job Management

Typically, AJAS runs on a CPU cluster as a job that is first submitted to the spe-
cific execution queue. The job defines the requested resources (including amount
of RAM, number of cluster nodes and CPU cores, time limit, etc.), the runtime
environment, and the configuration of AJAS (including paths to input and out-
put data, multithreading parameters, etc.). Traditionally, a job is described and
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submitted manually, which requires an understanding of the cluster architecture
and knowledge of the specific notation supported by the particular queue man-
ager. The monitoring of the execution is then also manual by requesting the job
status, while no information about the actual AJAS progress can be retrieved. In
this sense, the job submission preparations might be tedious and the tractability
of AJAS is limited.

The SciVi system overcomes this hurdle. For AJAS and the cluster, on which
AJAS should run, ontological profiles are created and saved in the SciVi knowl-
edge base. The AJAS ontological profile (see Fig.1) describes the AJAS set-
tings and output data types. The cluster ontological profile (see Fig. 2) describes
resource limits and available queue types, as well as provides a job template for
the queue manager and the job status retrieving commands. By parsing these
profiles, SciVi automatically builds an intuitive user interface for creating the
AJAS jobs and monitoring their state. Only high-level settings are exposed to
the interface, for example, paths to input and output data and the type of queue
to submit the job to. The low-level settings like multithreading options (“Num-
ber of Building Threads” and “Number of Summation Threads”) are calculated
automatically to gain maximal performance. The process grid (“Number of Pro-
cesses” and “Number of CPU Cores per Process”) and time limit settings are
customizable but SciVi automatically calculates default values for them based
on the chosen input data and queue type. The formulas to calculate the defaults
are a part of the AJAS ontological profile (contained in the “AJAS Job” imple-
mentation). The service outputs “Start Date” and “Progress” allow monitoring
of the particular AJAS job status in realtime.

5 AJAS Solution Analysis

Another part of the demanded AJAS tractability is tuning the solving process
and the calibration model based on the solution quality assessment.

The solution analysis consists of two main steps: automatic generation of a
standard report and custom data mining. The standard report contains a set
of visual and numerical metrics, which, based on our experience, are needed to
estimate the solution quality. Custom data mining relies on the interactive SciVi
capabilities. The data mining is applicable only if a standard report indicates
some solution problems, and it aims to unveil the causes of these problems.

The list of metrics for the standard report and the palette of tools for the
custom data mining are still incomplete and are a matter of extension when
the real JASMINE mission data will be available. So, here we describe only
three items to demonstrate the idea of our visual analytics pipeline: plotting the
spectrum of M, fitting the Gaussian function to the distribution of astrometric
residuals, and plotting the map of uncertainties in the stellar parameters. The
presented analytical examples are demonstrated on the test cases, which contain
10 thousand stars and 800 million observations and are solved for two astrometric
parameters (stellar position).
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Fig.1. A fragment of AJAS ontological profile. For the nodes, green highlights the
settings given by the user, blue highlights customizable settings which have computable
default values, red highlights settings which are determined automatically. (Color figure
online)
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Fig. 2. A fragment of bwUniCluster 2.0 (the cluster available for academic use for the
universities of Baden-Wiirttemberg, Germany) ontological profile.

5.1 Plotting the Spectrum of M

The mathematical foundation of AJAS has been elaborated in [14]. The main
idea is to solve the linearised system

Dx =0—c, (1)

where D = (CS), C is the matrix of the Jacobian derivatives of the calibration
model, § is is the matrix of the Jacobian derivatives of the stellar parameters,
o is the vector of observations, ¢ is the vector of predicted observations. These
predictions are made for the given observation model represented by the deriva-
tives in D and the initial guess of the calibration and stellar parameters p. Then,
x is a vector of updates for p.
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The system (1) is overdetermined and the normal matrix ' = D'D is
rank-deficient, so we use the least squares fitting to resolve . For this, the
pseudo-inverse matrix /7 must be found, which is computationally not possible
because of the huge size of M. Instead, a reduced normal matrix M is calculated
by forward-eliminating parts of C [14]. The M matrix is then almost two orders
of magnitude smaller than N and can be inverted in reasonable time by the
singular value decomposition:

Mt =z 12T (2)

where Z is a matrix of eigenvectors and £ is a diagonal matrix of singular values
(non-zero eigenvalues) of M.

The eigenvalue spectrum of M gives information about the degeneracy of
the system. Because of its inherent rank deficiency, the eigenvalue spectrum of
M will always contain zero eigenvalues. These can, however, be eliminated by
appropriately constraining the system. If not eliminated by constraints, these
algebraically but not necessarily numerically zero eigenvalues pose a problem.
In addition, more eigenvalues may become numerically small when there are
not enough observations to determine the corresponding model parameter, con-
tributing to the same problem. Once inverted in (2), these near zero eigenvalues
will become large and numerically destroy the solution. To prevent this, they
have to be zeroed out in £

Logarithmic spectrum plots (Fig. 3) help to inspect the consistency of input
data and the numerical stability of the solution. For example, the top plot in
Fig. 3 shows that the spectrum has several very small eigenvalues spanning the
spectrum’s dynamic range from 10710 to 108, which is beyond the range of 64-bit
floating point data type. This indicates the numerical instability and degeneracy
of the system. The degeneracy comes from the fact that the system has the free-
dom to either calibrate the observations, bringing them to the predicted stellar
positions, or to update the stellar positions, bringing them to the observations.
To restrict this freedom, the set of stars is used, whose parameters are known
with high precision. These stars come from the Gaia DR3 catalogue [6]. For
them, extra summands are put to the 8 block of the system’s design matrix D
reinforcing the weight of corresponding Jacobian derivatives. The improvement
of the spectrum in this case is shown in the bottom plot in Fig. 3.

In some cases, zero and also negative eigenvalues may pop up. To stick with
the logarithmic scale, absolute values of eigenvalues are taken, and those, which
were negative, are then marked red in the plot and a corresponding legend
appears explaining the meaning of colours.

5.2 Fitting a Gaussian to the Residuals

If all systematic uncertainties have been accounted for by the calibration model,
the residuals » = 0 — ¢ —Dx should have a perfect Gaussian distribution reflect-
ing the remaining, purely random observational noise. If the distribution of r
differs from Gaussian, it means, that the utilised calibration model was unable to
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Fig. 3. Plot of the M spectrum drawn by SciVi using matplotlib [8]. Top: the S block
of the system’s design matrix D is not reinforced by the stars from the Gaia DR3
catalogue, bottom: the 8 block is reinforced.

absorb all the systematic errors of the observations, for example, optical distor-
tions introduced by the telescope, geometrical imperfections of the focal plane,
etc. In this case, x is not the desired astrometric solution and the calibration
model has to be improved. Finding the way to that improvement is a challenge.
The first step in that way is the identification of the observations, which devi-
ate the distribution from the Gaussian. The common characteristics of these
observations will then give a hint, which effects are missing in the calibration
model.

To allow this type of analysis, the histogram of residuals is built and the Gaus-
sian curve is fitted to it. There are also tools, which provide the possibility to
perform this operation on an arbitrary subset of observations. Figure4 demon-
strates the corresponding visualisation results for two cases. Both plots show
residuals in one direction (n) of the field-of-view reference system (FoVRS). The
top plot corresponds to the case when the calibration model is unable to absorb
all systematic distortions. Two problems are immediately seen: the goodness of
fit for the Gaussian curve is not high enough, just 0.97, and, more importantly,
the Gaussian distribution is not centred at zero (u = 107?). The bottom plot
shows the case when all the systematic distortions are removed. The goodness
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of fit for the Gaussian curve is almost exactly 1.0 and it is centred at zero
(u = 10~'%), which reflects the pure random observational noise.
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Fig. 4. Fitting the Gaussian curve to the histogram of residuals drawn by SciVi
using matplotlib. Top: systematic remains in the residuals, bottom: systematic is fully
removed. Note, that the axes of both plots have different scales.

5.3 Plotting the Stellar Uncertainties

The pseudo-inverse matrix M7 is a covariance matrix for the S block of (1),
which means, its main diagonal contains standard errors of the stellar parame-
ters. The square roots of these elements represent corresponding uncertainties,
which, in turn, can be used for the solution quality assessment. To visually
inspect them, we plot them as a colour-coded stellar map (see Fig.5). The dots
correspond to the stars drawn in the International Celestial Reference System
(ICRS), and the colours represent uncertainties of a chosen stellar parameter (for
example, one of the position coordinates). This representation way highlights the
sky regions, which are covered worse than others by observations. Based on this
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Fig. 5. Map of stellar uncertainties of the first position coordinate in ICRS drawn in
SciVi using matplotlib.

information, the observation strategy of the satellite can be amended to improve
coverage of these problematic regions.

In this example, four categories of stars can be visually distinguished accord-
ing to the uncertainty of the a coordinate (one angular position coordinate in

ICRS):

1. Stars with very low uncertainty are highlighted with a violet colour. As men-
tioned in Sect. 5.1, these stars have a very good initial guess of their position
because they are taken from the Gaia DR3 catalogue and used to resolve the
degeneracy between the calibration model and stellar positions. As can be
seen in Fig. 5, they are distributed pretty evenly over the JASMINE target
region, providing good coverage of the observed field.

2. Stars with acceptably low uncertainty are highlighted with a blue colour.
These are the majority of stars inside the JASMINE target region, which
have been observed a sufficient number of times to obtain a high-quality
astrometric solution.

3. Stars with higher uncertainty are highlighted with a greenish and green
colours. These stars are on the border (especially in the corners) of the
JASMINE target region, so they are observed fewer times, which slightly
worsens the quality of the astrometric solution for them.

4. A single star located approximately at (—1.652; —0.519) with very high uncer-
tainty is highlighted with a red colour. This star has only 59 observations,
while the others have, on average, 77 thousand observations (almost four
orders of magnitude more). Therefore, the solution of this star should be
used with caution. However, since in this category there is only one star out
of 10 thousand observed in this test case, the overall quality of the solution
is considered high.

As an improvement for this visualization type, we plan to implement the
ability to query and plot corresponding observations for chosen stars on demand.
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Plotting all observations at once is pointless, but showing individual observations
for specific stars at the appropriate zoom level might be helpful for inspecting
the astrometric solution.

In the future, we are also interested in finding a presentation form for the
off-diagonal elements of M ™, which express the covariances of different stellar
and higher-order calibration parameters.

5.4 Organizing the Custom Visual Analytics in SciVi

The standard report gives an overview of the whole solution, but if problems are
identified, more fine-grained manual analysis is needed. SciVi allows the user to
customize the analytical pipeline defining particular data flow diagrams (DFDs),
which declare querying, transforming, and visualizing appropriate subsets of
data.

Let us assume for example that the fitting of the Gaussian curve to the whole
set of residuals leads to unsatisfactory results. It means that the input data
contain systematic distortion that was not absorbed by the calibration model.
To identify which observations introduce this distortion, different subsets of the
solution should be investigated individually. Figure6 demonstrates the DFD
describing a custom visual analytics pipeline. The AJAS solution is filtered to
extract its subset according to the given criteria specified in the settings of
the “Filter” operator. These settings are not shown in the diagram as they
are displayed separately in the SciVi user interface when the user clicks on this
operator. Then, a histogram is created and a Gaussian curve is fitted to it. Then,
both the histogram and the curve are plotted, joined together and displayed to
the user.

Join Plots

Combined plot ()

Plot 1

Plot2

Data Filter Histogram
out Bins
in Data

Fig. 6. DFD of a custom visual analytics pipeline in SciVi.

Each operator has its own ontological profile (like, for example, the one for
AJAS is shown in Fig. 1). This profile specifies the inputs, outputs, and settings
of the operator along with its implementation and the computing resource it
should be executed on. Based on this information, SciVi maintains the graphical
user interface of the operator, its appearance in the DFD, and its interoperability
with other operators within the pipeline defined by DFD.

In the DFD from Fig. 6, all the operators except for the “View” are specified
to run on the server (supercomputer) side to have direct access to the data.
The “View” operator combines two actions: rendering of the plot, which is also
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performed on the server side, and displaying the rendering result to the user,
which happens on the client side (in the user’s Web browser). The ontological
profile of the compound “View” operator is shown in Fig. 7. Here, suboperators
“Render” and “Display” are linked to “View” as its parts, and the output of
“Render” is declared to be used as an input of “Display”, while “Render” is
linked to the server side and “Display” is linked to the client side. The data
transfer between them is managed by SciVi automatically.

|
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Fig. 7. Ontological profile of the “View” operator.

The concept of compound operators is new to SciVi and is first introduced
in this work. It is a further improvement of the smart interoperability intro-
duced in [13]. Smart interoperability allows different operators within the same
DFD to run on different computing resources and freely exchange the data with
minimal transmission overhead. However, each regular operator is tied to its
computing resource. The compound operators generalise the smart interoper-
ability approach to the cases, where a single operator is distributed over several
different computing resources. This makes SciVi DFDs more versatile, efficient,
and concise.

All the AJAS-related server-side SciVi operators rely on the Rapid ACCess
Operations On Numerical Solutions (RACCOONS) library. We developed this
library in C+4 and created a binding to Python. Its core implements a mul-
tithreaded data querying engine and its Python interface provides pandas-like
access to the AJAS solution. The querying engine supports lazy caching and on-
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demand indexing of data, which optimises the analytics process when the user
issues requests for data of a similar nature.

Since SciVi operators are internally implemented in Python, it was for us
straightforward to implement the automatic dumping of any particular SciVi
visual analytics pipeline to a Jupyter Notebook. This feature allows the user to
customise the pipeline even further and build upon it more complicated process-
ing machinery using Python.

6 Conclusion

We integrate the ontology-driven visual analytics platform SciVi with AJAS
using the principles of a multipurpose ontology-driven API and run them on
the same computing resource to avoid unnecessary data transfer. Within the
SciVi environment, we developed a set of tools providing both automatic and
human-in-the-loop operation controls, which enable AJAS tractability via in-
situ visualisation and analytics. SciVi exposes these tools via a Web interface
and automatically generates for them an intuitive graphical user interface that
allows the users to build data processing pipelines using a visual programming
language based on data flow diagrams. These tools facilitate starting AJAS on a
cluster, monitoring its progress, and extensive analysis of its output. Advanced
visual analytics helps to assess the quality of astrometric solutions produced by
AJAS, identify the issues and find out the ways to corresponding improvements
via the fine-tuning of the AJAS solving process.

Data processing pipelines created in SciVi can be automatically converted
into Jupyter Notebooks and then further customized in Python.

We demonstrate the SciVi capabilities on three examples of analysing M ™
spectrum, astrometric system’s residuals, and astrometric parameters’ uncer-
tainties. This list, however, is still incomplete to fully assess the quality of the
astrometric solution, so, a part of future work is to extend this toolset with other
instruments and metrics. Another direction of improvement is the optimisation

of the RACCOONS library that provides efficient access to the AJAS data.
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Abstract. Workflow is currently the most common execution model for com-
posite applications across multiple disciplines: seismology (CyberShake), bioin-
formatics (Epigenomics, SIPHT), astrophysics (Montage), gravitational wave
physics (LIGO), hydro and aerodynamics, quantum chemistry, nanotechnology,
hydrometeorology, modeling of social systems and transport infrastructure. The
workflow is usually a collection of interrelated tasks within the directed acyclic
graph (DAG) model parameterized by a priori, usually inaccurate, user estimates
for tasks (relative computational or data transfer volumes, execution durations
etc.). In this work, we propose an approach for scheduling science-intensive appli-
cations within the framework of the concept of Workflow-as-a-Service (WaaS).
The proposed scheduling model is built based on the critical jobs’ method, which
allows us to obtain the deadlines for completing each of the workflow tasks under
given efficiency criteria and inaccurate user estimates. This schedule must con-
sider the actual dynamics of the WaaS resources’ utilization and lifecycle of virtual
machines (VMs). To solve this problem, we propose a novel procedure to group
and assign workflow tasks to VMs instances provided by the Infrastructure as a
Service (IaaS) provider.

Keywords: Cloud Computing - Scientific Workflow - Scheduling - Inaccurate
Estimates - Critical Job - Task - Batch - Hungarian algorithm

1 Introduction

Many well-known scientific-intensive projects, such as Montage, CyberShake, Epige-
nomics, SIPHT, and LIGO are implemented as workflows [1-16]. IaaS allows a Work-
flow Management System (WMS) to access a practically unlimited pool of virtualized
resources on a “pay-per-use” basis. To date, there are a huge number of workflow man-
agement systems [17]. They include ASKALON, Galaxy, HyperFlow, Kepler, Pegasus,
Taverna, CloudBus and several others. The paradigm of WaaS makes it possible to imple-
ment effective mechanisms for managing continuous flows of diverse types of jobs in
cloud computing. However, this raises a few fundamental problems associated with
organizing the scheduling of the heterogeneous job-flows and composite applications.
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The main purpose of the presented solution is the implementation of WaaS platforms
for monitoring, processing requests, scheduling, and managing heterogeneous cloud
resources, and in particular, the dynamic creation and removal of VMs and containers
for their efficient assignment to various workflows tasks.

The proposed solution intends to take into account a number of important aspects: 1)
the presence of multiple IaaS providers and different types of resources; 2) geographic
distribution of data centers; 3) heterogeneity of workflows; 4) the need to implement
the “pay-per-use” model for a specific system user; 5) finally, solving the problem of
an efficient deploying of VMs and providing many containers ready for multi-threaded
environment on physical servers.

The rest of this paper is organized as follows. Section 2 reviews work that is related to
our discussion. Section 3 presents the critical jobs’ method (CJM) method for schedul-
ing science-intensive applications and its implementation. Sections 4 and 5 introduce
strategies and a general optimization scheme for VMs allocation. Sections 6 and 7 con-
tain software implementation details and workflows scheduling results obtained for the
considered algorithms. Section 8 summarizes the paper.

2 Related Works

The development of cloud technologies and WMS has given new impetus to research in
the field of workflow scheduling in various applications. In particular, one of the areas
of research is related to the active development of a paradigm in cloud computing WaaS
[1-16].

As a rule, in known scheduling algorithms, the total cost of executing a workflow
is used as one of the optimization criteria or restrictions [1-6, 13]. The work [1] pro-
poses an approach to scheduling workflows in a container cloud environment for the
WaaS model. The paper [2] introduces the use of a workflow broker based on a com-
bination of on-demand and spot resource instances to minimize flow execution costs
while meeting deadline constraints. The authors of [4] propose a time- and budget-
aware dynamic workflow scheduling (DDBWS) algorithm designed specifically for
WaaS environments. DDBWS schedules workflows by solving the problem of packing
multiple resources. Unlike existing algorithms, it simultaneously considers the proces-
sor and memory demands of tasks. The proposed algorithm can significantly reduce the
total number of rented VMs. In [6], the results of expanding the functionality of WMS
CloudBus to process multiple workflows are presented and a prototype of a WaaS cloud
platform for applications in the field of bioinformatics is proposed. A budget-constrained
resource scheduling algorithm for multiple workflows (EBPSM) is implemented. In [13],
a scheduling method is proposed that can reduce monetary costs and complete the work
process within the minimum execution time. To analyze the performance of the proposed
algorithm, an experiment is carried out in the WorkflowSim environment, and the results
are compared with existing well-known algorithms - HEFT and DHEFT.

One of the main challenges of workflow scheduling is to make it energy efficient
for cloud providers [3, 14, 16]. To date, formal formulations of workflow scheduling
problems in scientific applications with several criteria are known [7, 8]. Artificial intel-
ligence methods are increasingly being used in workflow scheduling tasks [5, 9, 10].
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An important issue is representing the workflow model as a DAG. In a number of appli-
cations, loops are present naturally. In some known WMS (Pegasus. Apache Airflow,
Taverna, Kepler) palliative techniques are used. This results in increased planning time.

In this work, in contrast to the studies discussed above, we propose innovative tech-
nologies and tools for scheduling and managing workflows of varying complexity and
structure, considering many factors affecting the efficiency of using cloud platform
resources, and the simultaneous passage of workflows on WaaS platforms.

3 Workflow Scheduling with Critical Jobs’ Method

3.1 Ciritical Jobs’ Method

The core of WaaS system is obviously the algorithm for processing and scheduling the
workflows. Although there are many approaches to this problem, including classical
ones and presented in the above section, we begin our consideration with the Critical
Jobs’ Method (CJM). The main important feature of CJM is the possibility to prepare a
reference scheduling plan and define execution deadlines for each task of the workflow
using a priori, usually inaccurate, user estimates.

More formally, the CIM algorithm solves the following problem. The workflow of
data-dependent tasks can be represented with DAG, the vertices of which correspond
to tasks and data transfers (Fig. 1). The processing of the flow of independent tasks is
implemented in groups, in which the tasks are ordered by priorities. A job is a sequence
of tasks (a path on the DAG). Let G be a parameterized workflow graph with various
levels of parallelism of its partially ordered tasks. The partial order relation on the set
T = JUD of tasks and data transfers is defined with a DAG, where a subset J correspond
to computational tasks, and a subset D - to the data transfers between the tasks. The
set of oriented edges of the graph represents information and logical connections and
dependencies. The graph is parameterized by a priori estimates of relative computational
or data transfer volumes v;;, execution durations tgc fortasksj; € J,i =1,...,n, onthe
corresponding resource type k € K, K is a number of resource types, and # is a number
of tasks. Examples of these parameters for graph from Fig. 1 on four types of resources
are given in Table 1.

We define the distribution r of resources between tasks in J over a period of time
[0, *] as follows:

r={(a;,bi,t;)),i=1,.,naq=kVvk® k=1,..,K k°€{l,.,K}, b €[0,")},
(D

where a; is a parameter determining the assignment of a task j; € J to the corresponding
resource; b; and ¢; are, respectively, the start time and execution duration of the task
Jji € J on the resource, the type of which is determined by the assignment a;.

In (1), a; = k if a task j; € J is tied to a so-called base resource, the level (for
example, the number of processors) of which is limited and depends on the capabilities
of the task parallelization system, the cost of using the resource of the type k, and a
number of other factors.
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Fig. 1. Example of workflow DAG

In the event of a conflict between parallel tasks from J, competing for the same
resource of type k, taking into account the scalability of the computing environment, a
resource of type k° € {1, .., K} is introduced that is not inferior in its characteristics to
the basic one, and at the same time a; = k°. This may be, for example, an additional
processor node of the same type k or an unused base node of the type k° # k.

Table 1. Examples of parameterization for tasks ji, ..., jg
Parameters J1 J2 J3 Jja Js Je
1 2 3 1 2 1 2
0
th 4 6 2 4 2 4
0
13 6 9 3 6 3 6
0
tia 8 12 4 8 4 8
Vik 20 30 10 20 10 20

Let us assume that restrictions (deadlines) are configured for completion times of
individual tasks and jobs, i.e. sequences j;, , .., ji; of informationally or logically related
tasks 1 < i <-.. <ir < nthat make up the job:

fo—1g 20,65 =) 1y =0.g.he(l,.n} )

where 1,4, t; - completion times of tasks j,, j; € J, and t;,‘, t; - deadlines for task j, and
the job containing the task jj,.
One example of a scheduling criterion is the function of a workflow completion cost:

_ n Vik ) 0
CF =), [7 1tz (3)
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where vj; - is the relative computational volume of task j;; #;; - is the time allocated for
executing a task j; on a processor of type k; n - is the number of tasks; [-] denotes the
nearest integer that is not less than the value V”‘ of the cost of executing the i-th task.

Resource allocation (1) is admissible if constramts (2) are met and the corresponding
optimality criterion is defined, for example (3).

A critical job is a sequence of tasks (containing unassigned tasks) with the largest
sum of specified prior execution estimates using the best combination of resources.
Let us assume the durations of all data transfers di, ..., dg in the workflow model
G (see Fig. 1 and Table 1) are equal to one unit of time. Let t* = 20be the dead-
line for completing the workflow. Let us rank critical jobs according to the values
of their a priori maximin duration: (j1, d1, jo, d3, j4, d7,j6); (1, d1, 2, da, js, dg, je);
(1, da, j3,ds, ja,d7,js); (1, d2, j3,de, js5, ds, jo). For the above-mentioned works, this
indicator is respectively equal to 12, 11, 10 and 9 units of time (Fig. 2).

Assignment to node type 1

Ji dy J3 ds Js Ay s Job 4
[ N T
d 3 ds s dr s Job 3
d 2 ds js dy j
| -1 J -:-:4 /5 J6 Job2
Ji d ds s di Js
| — — — 1 Job1
Lo e e ey Time
0 5 10 15 20

Fig. 2. Ranking of critical jobs when assigned to the first node

Then the first critical job in terms of duration corresponds to the path
(1, d1,j2,d3,ja,d7,js). It is a priori maximin duration is 12 time units (see
Table 1). After the assignment of tasks to this sequence, the next considered job is
(1, d1,j2, da, js5, ds, jo) since tasks da, j5, dg have not been assigned yet and the a pri-
ori duration of the job is 11 time units. The resource allocation for the subsequence
(ds, j5, dg) must account for the assignment results of the previous critical job. More
detailed information on CJM scheduling, collision resolution and formalization based
on dynamic programming schemes is presented in the paper [18].

The iterative application of this procedure with conflict resolution between parallel
tasks competing for the same resource, in accordance with (1), is the essence of the
critical jobs’ method. Based on this method, it is possible to construct a scheme for
the sequential formation of reference (optimal) and suboptimal schedules for a given
efficiency criterion. Let the criterion for the efficiency of resource use be given as a cost
function (3). The CF takes the closest to t;; duration estimate tg( that determines the type
k of resource being used (slot set or node). The Gantt chart shown in Fig. 3, represents
the result of workflow scheduling for graph from Fig. 1 on four types of resources are
given in Table 1.
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Assignment to node 3

v
|

& p3 ds
[ — ] Assignment to node 4

di Jsi2  dg /
| aaa— |
Al di pll & jill Jol4
[ | | | ]

Fig. 3. Gantt chart of workflow scheduling

3.2 Critical Jobs’ Method Modification

Firstly, we list major features and limitations of the original CJM:

e the method is designed to schedule a single static workflow;

e the point of the base method is to use a multiphases procedure, which identifies the
next critical job and resolves possible conflicts (collisions) with previously assigned
tasks over a shared resource;

e it allows to obtain optimal and close to optimal plans for specified restrictions on the
total cost or task execution time for a single workflow.

Considering the dynamic workflow processing environment, the basic CJM algo-
rithm is available to process incoming workflow jobs individually at the moment of the
arrival to the platform. The main problem that arises is the dynamic component of the
system and compliance with the relevant requirements for the quality of service of each
workflow. In the base implementation of CJM at the conflict resolution stage, it is pro-
posed to reduce the bipartite graph of a “multilayer” collision to a bipartite graph of a
“two-layer” collision by sequentially viewing adjacent pairs of the graph vertices (tasks)
and selecting vertices with the required weight. Thus, each scheduling of the next critical
job may cause a conflict with the previous allocation. Further it can lead to collisions
between parallel tasks and jobs of multiple simultaneously processing workflows.

Thus, in our dynamic model, for all arriving workflow jobs we implement only the
first CJM stage of planning time ranges for performing critical job tasks according to
budget and time user restrictions for the whole workflow. These calculations can be made
simultaneously for multiple different workflows without any conflicts for the resources.
The resulting time ranges represent execution recommendations and deadlines for each
task which should be further handled by the cloud resource assignment module.

While developing the method, several statements have been made.

1) Since only resource types are considered at CJM planning stage, and not their spe-
cific instances, there are no conflicts within a job, a workflow, or many workflows.
Therefore, the conflict resolution process is not included in the modified CJM but is
transferred to the stage of assigning tasks to specific instances of VMs.

2) The modified CJM builds a workflow execution plan based on a priori time esti-
mates of task execution from given resource types and the data transfer time between
workflow tasks. Information about the amount of data transmitted and the time of
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each data transaction is recorded in the result of the CJM operation and passed to the
assignment module.

3) Atthe stage of scheduling a critical job and calculating the additive separable criterion,
in the case of several identical values of the criterion, we settle on the first one. At this
stage it is important to select the optimal value, regardless of the specific assignment
for resource types.

In the result, the modified CJM is applied for each new workflow that arrives on the
WaasS platform, and as the output it provides the following: time ranges of the workflow
tasks execution; tasks’ volume and execution requirements; data volumes and the data
transfer dependencies between the tasks of the workflow.

4 The General Optimization Scheme of the Virtual Resources
Allocation

4.1 Virtual Resources Allocation Strategies

One of the most important problems arose when scheduling and executing many com-
putational tasks from the workflows is the effective allocation and management of VMs.
By managing VMs, we mean determining the moments of start (creation) and finish
(stopping, releasing) of individual VMs and containers, as well as the assignment and
the execution order of ready-to-run computational tasks. We propose several strategies
for managing VMs to execute workflow tasks.

Firstly, one can create a new dedicated VM specifically to execute each individual
task and release it when the task is completed. This greedy but flexible strategy allows
us to strictly match VM types and lifetime with the tasks’ requirements, especially in
conditions when the time required to create and shut down VM is much less compared
to the average task execution time. However, the VM creation and preparation time
includes time to configure the necessary software environment and the time to copy and
receive the required input data. The shutdown/cleanup time may increase due to the need
to save and copy the calculation results to the next task of the global data storage (e.g.,
Amazon 3s).

Secondly, one can maintain some dynamically changing pool of constantly active
VMs and distribute ready-to-run tasks between them (the so-called control strategy).
The pool dynamics implies a decrease and an increase in the number of active machines,
depending on the computing needs at a certain time. With this approach, it may be
possible to schedule and assign tasks more efficiently by matching tasks’ requirements
with already active VMs and sometimes skip the data transfer routines. For example,
when two consecutive (data-dependent) tasks are executed on the same VM, then the
operation of copying and transferring data is not required. On the other hand, due to the
specifics and variety of workflow structures, as well as their variable number, it is not
always possible to ensure full and constant loading of the entire pool of active VMs.
Thus, some of the VMs will be idle from time to time, thereby reducing the usefulness
and cost-effectiveness of this approach. In addition, a certain difficulty lies in designing
an algorithm for efficiently assigning tasks to available VMs.
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Thirdly, there is a mixed strategy, when some basic minimum pool of active VMs
is maintained during the execution of workflows, but additional dedicated VMs can be
created to account for all unassigned ready-to-run tasks.

Since the implementation of the first greedy approach is trivial but does not provide
clear mechanisms to optimize the use of virtual resources, a control strategy is further
considered in this paper.

4.2 High-Level Optimization Scheme

To implement the control strategy, we propose the following general algorithm scheme.

1) Asinput data the algorithm receives execution time plans for the individual tasks, data
transfer volumes between them, as well as available types of VMs. The task execution
plan is the time interval expected for its actual execution (i.e. the earliest start time
and the latest completion time). It is assumed that these time ranges are passed
from modified CJM implementation and maintain the relationship of continuity and
sequence of execution in the initial workflows.

2) At the first stage, the input task flow is divided into parallel execution batches. The
main requirement for dividing is that all tasks in one batch must be independent
(there must be no data dependencies between them) and can be performed in parallel,
taking into account the execution plan. Thus, the entire set of tasks is divided into
many consecutive groups-batches. Tasks with data dependency should be in differ-
ent, sequential (although not necessarily adjacent) parallel execution batches. The
dividing into batches can be performed dynamically, taking into account the con-
stantly incoming tasks. It is enough to operate with two parallel execution bacthes to
implement the general optimization scheme.

3) At the second stage, the algorithm performs sequential scheduling and task assign-
ment of each batch to the virtual resources. To achieve this, the problem of the
minimum perfect matching (assignment problem) is solved using the Hungarian
(Kuhn-Munkres) algorithm [19].

5 Algorithms to Group Tasks into Parallel Batches

5.1 Generalization and Input Data

The important initial step for efficient VM allocation and processing is to determine the
number of simultaneously required VMs at any given time. This number depends on
the structure of workflows, the relationships between tasks, the time of their execution,
the history of assignment to VMs, etc. Thus, it should be determined dynamically in the
runtime. For this purpose, we propose and study two different algorithms of grouping
workflow tasks into batches. Each batch should contain tasks which can be executed in
parallel without breaking data dependencies and local deadlines.

Firstly, we proposed and implemented the algorithm Follow The Leader (FTL) [19].
The main idea behind FTL is to preserve the following invariant given the batch start
time and tasks’ deadlines, no two tasks in the batch can be executed sequentially even
on the fastest VM. Thus, FTL determines the minimum required parallelism level of
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the incoming task flow at any given time. The result of its work can be further used for
predicting and dynamic management of multiple VMs.

FTL algorithm receives a set of computational tasks # and a list of available VM
types Vm],. Every task #; contains the following information: its own computational
volume Vp' (which is necessary to predict the time of its execution Te' on each type of
VM), the amount of input Virn' and output Vour’ data, and the relationship of precedence
with parent and children tasks. In addition, an expected execution interval is defined
for each task (the earliest start time 7' and the deadline for completion 7d") at the
stage of preprocessing by the CJM module. Based on the early start time values tri, the
execution time e on the given virtual machine and the deadline for completion Td",
two additional characteristics can be computed separately: the earliest completion time
min{;. = tr' 4 Te' and the latest start time maxt! = Td' — Te'

5.2 ASAP Algorithm

However, despite the implementation of the above-described invariant, FTL algorithm
tends to save and minimize average demand for VMs and to postpone the execution of
all tasks closer to their deadlines. These features may lead to an increase in the required
VM performance and may result in parent and child tasks not being included in adjacent
packages. In turn, this may prevent the reuse of execution data when performing parent
and child tasks on the same VM instance. Thus, as an alternative to FTL we considered
the more straightforward algorithm described in [6]. The basic idea of this algorithm is
to execute each task as soon as possible when all parent tasks are finished. Each task
is placed into the batch following the batch containing its last parent task. We call this
algorithm ASAP. Thus, in contrast to FTL, ASAP strives to execute all tasks immediately
when ready, without considering local deadlines. However, looking ahead, this policy of
placing tasks into batches as early as possible turns out to be more suitable and flexible
for the VM assignment stage.

Another important numerical metric of the batch grouping quality is the number
Npe of parent and child tasks in adjacent batches. Generally, such groupings may allow
us to save time on data transfers due to reuse of VMs, their internal data storage and
configurations. Table 2 shows N, provided by FTL and ASAP algorithms for differ-
ent workflows. The results in Table 2 demonstrate the general advantage of the ASAP
algorithm over FTL in terms of N, even for small workflows consisting of 50 tasks.
On the other hand, the batch grouping result strongly depends on the workflow structure
and the given task deadlines. The greatest advantage is demonstrated in heterogeneous
workflows with tasks of varying duration. However, for MONTAGE workflow consist-
ing of 1000 tasks, ASAP and FTL algorithms provided identical batch groupings with
Npe = 834. As aresult, ASAP algorithm generally demonstrates more efficient results
because it groups tasks into batches more tightly and allows for resource reuse during
the workflow execution.
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Table 2. Number Ny, provided by FTL and ASAP algorithms for different workflows

Algorithm LIGO50 GENOMES50 CYBERSHAKES0 MONTAGE1000
FTL 31 15 29 834
ASAP 38 48 45 834

5.3 Dynamic VM Allocation

Next, we discuss the problem of efficient resources allocation and assignment for each
batch of parallel execution retrieved with FTL algorithm. It should be noticed that this
assignment operation implicitly assumes the possibility of disabling unnecessary VMs.

The VMA (VM Allocation) algorithm is proposed to solve this problem, based on the
Hungarian Kuhn-Munkres algorithm (Kuhn, H.-W., 1955) to find a perfect matching in a
bipartite graph G = (T, R, E), where T is the set of batch B tasks, R is the set of available
resources, and E is the set of edges between T and R. The edge between the task from T’
and the resource from R means that the task can be executed on the corresponding VM
in compliance with all requirements. The edge weight is a target optimization criterion
of this assignment and scheduling in general. By these means we can optimize VMs
total usage cost, tasks’ execution runtimes, data transfers time, etc. [19].

6 Software Implementation and Analysis

In developing the software implementation of the proposed algorithms, the following
basic assumptions were made.

Firstly, in the current implementation, it is assumed that the expected task execution
time on some instance of VM can be calculated as the ratio of the task computational
volume to a given performance characteristic of the VM. This assumption is optional and
is made for greater clarity of the model, input data and calculations. In future versions
of the program, it is assumed to provide a more flexible calculation of task execution
time, for example, based on a given matrix of correspondence between tasks and types
of available VMs.

The second assumption is there is global data storage with sufficient volume for
simultaneous storage of all intermediate data necessary for transfer between the tasks.
At the same time, the calculated data transfer rate remains the same in parallel copying
of output data from a set of completed tasks. This assumption is necessary to simplify
calculations in cases where the sequential tasks are executed with some acceptable delay,
and it is more beneficial to copy output data to a centralized storage, rather than keep it
on a VM until the next task is started. This assumption can be justified in scenarios where
the volume of transferred data does not exceed a certain critical value, and centralized,
possibly cloud storage implements effective balancing of requests between several nodes.

Thirdly, the developed program solution does not implement a single best-case pro-
cessing scenario for all possible workflows but provides a set of configuration parameters
to tailor processing for a specific scheduling scenario. These parameters are primarily
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aimed at minimizing the schedule calculation time, which can grow cubically relative
to the set of elements in the parallel batch.

An important stage is the preparation of data for the assignment problem and Hun-
garian algorithm: calculating the edges’ cost of the considered bipartite graph. Thus,
it is necessary to precalculate the expected result and parameters (including the target
criterion) for each pair between the tasks T and VMs R.

Each pair of a task #; and a VM VM/ can be considered independently. The execution
plan of each pair may include VM waiting (idle) time, preparation time, actual task
execution runtime (based on the task computational volume Vp' and VM performance
P/ and release time. VM preparation time includes the time to create a new machine and
the time to copy the necessary data from the previous related task. Data can be copied
either directly from the VM on which the previous task was executed, or from global
storage. If the current task is scheduled to be performed on the same instance of VM,
then data transfer is not required. Based on the preparation time of the VM and the task
execution time, the required usage time of the VM and the corresponding economic cost
are calculated.

7 Workflow Scheduling Optimization Results

7.1 Optimization Results

To demonstrate the optimization capabilities of the presented algorithm, we conducted a
series of scheduling experiments on many real workflows, including GENOME, LIGO,
CYBERSHAKE, SIPHT, MONTAGE and their intersecting combinations.

Table 3 shows the main execution characteristics of LIGO workflows in different
optimization scenarios. The results were obtained with developed software in Python
3 environment, CPU Core i5, and 8 GB RAM. The presented results show significant
optimization potential realized by selecting the required criterion for in the implemented
algorithm.

Table 3. LIGO Workflow Optimization Results

Optimization Total VM Cost Total Runtime, Total VM Time,
sec sec
Cost minimization 12740 4260 4328
Cost maximization 13057 4576 4754
Runtime minimization 12929 4180 4310
Runtime maximization 12769 4757 4840
VM time minimization 12743 4200 4269
VM time maximization 12952 4823 4980
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7.2 Comparison of VM Allocation Strategies

In this experiment series we study VM allocation efficiency provided by the following
strategies and algorithms.

1. Greedy strategy creates a new dedicated VM for each workflow task. VM type is
selected to optimize the global scheduling criterion while meeting the execution time
deadline. VM usage may require additional uptime to receive data transfers required
for the task execution.

2. Control strategy is represented with the proposed VMA algorithm: VM assignment
procedure optimizes global criteria given the deadline constraints for workflow tasks
grouped in batches.

Testing was carried out based on a workload consisting of 100 independent work-
flows. The workflow instances were built based on real scientific applications (Montage,
Cybershake, Genome, LIGO, SIPHT) and contain 50 vertices each. The execution dead-
line for each individual workflow was generated randomly between the fastest (using
highest performance VMs) and the slowest (using the least performance VMs) possible
execution times. The deadline limit determines the base execution plan and therefore
affects the allocation variants and strategies. These workflows differ in their structure,
required computational and data transfers volumes. For example, the average execution
time of Montage workflow is 100 s, while Cybershake on average requires 30000 s.
So, workflows with larger computational volumes may have a greater impact on the
simulation results.

The following environment configuration parameters were studied:

e the arrival rate of workflows to the WaaS platform (quantity per minute);
e time intervals required to create and initialize and to release the VM.

It is worth to mention CJM scheduling step allows us to specify a specialized opti-
mization criterion for each received workflow. This optimization will generally affect
deadlines for the tasks of the workflow.

However, only one common optimization criterion can be used in VMA during
the actual VM allocation. To support specific optimization criteria for input workflows
it is possible to run several instances of VMA algorithms, each processing workflow
matching one particular global criterion.

Table 4 contains total results of the workload execution depending on the workflow
arrival rate (from 0.5 to 100 workflows per minute). Firstly, we note that Greedy execution
results do not depend on the workflow arrival rate: all VMs are created and tailored for
specific tasks, so the absolute start time of the task does not affect the choice of the
VM type. On the other hand, VMA scheduling directly depends on the density of the
incoming tasks. So, based on the workflow arrival rate and the composition of the parallel
batches, VMA allocated 5-20% less VM instances by reusing them to execute several
consecutive tasks. This strategy resulted in nearly 5% advantage over the Greedy strategy
by the total VM cost criterion. Total tasks’ execution time remained nearly constant as
it depends on the pre-configured deadlines specific to each workflow and independent
from the arrival rate.
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Table 4. Algorithms’ comparison depending on workflow arrival rate

Workflow Arrival Rate | Algorithm | Total Task Total VM Cost | # of Created VMs
(per minute) Execution Time,
sec
0.5 VMA 409280 13226 3912
VMA 409486 13277 4116
2 VMA 409602 13316 4334
VMA 409601 13279 4503
12 VMA 409586 13257 4574
60 VMA 409578 13168 4619
100 VMA 409596 13168 4633
* Greedy 409650 13906 4955

Table 5 contains total results of the workload execution depending on the time
required to create and initialize and to release (destroy) VM. This parameter affects
the result of both VMA and Greedy algorithms, as total cost directly depends on total

VM usage time, including periods of VM initialization and release.

Based on the results obtained, VMA allocated 16% less VM instances to execute
the same amount of tasks, resulting in an up to 10% advantage over Greedy algorithms
by the total cost criterion. Sa expected, the advantage increases with increasing VM
creation and initialization time.

Table 5. Algorithms comparison depending on VM initialization and release time

VM Init/Release Time | Algorithm | Total Task Total Cost | # of Created VMs

Execution Time,

sec
0/0 VMA 391361 10878 4175
0/0 Greedy 391559 10885 4955
10/1 VMA 391297 11009 4127
10/1 Greedy 391559 11053 4955
100/10 VMA 391449 12144 4125
100/10 Greedy 391559 12557 4955
300/30 VMA 391453 14576 4134
300/30 Greedy 391559 15899 4955
500/50 VMA 391413 17076 4118
500/50 Greedy 391559 19242 4955
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Overall, the following main conclusions can be drawn from the comparison results:

e both VMA and Greedy algorithms meet workflow deadlines in 100% of simulation
experiments; total cost optimization implies approximate equality in terms of total
time criterion;

e VMA exploits the possibility of reusing VMs, minimizing VMs initialization time
and data transfer times between data-dependent tasks; in this way VMA at average
allocates 10-15% less VM instances, resulting in 5% less total VM usage cost.

8 Conclusion and Future Work

In this work, a multi-module procedure was proposed and implemented for scheduling
and executing multiple independent workflows. For this purpose, several modifications
of the CJM were implemented, including the possibility of time modeling to receive and
schedule a set of workflows that are spaced in time.

The resource assignment stage allows us to optimize many global characteristics of
cloud resource usage. The proposed solution manages the pool of active VMs by defin-
ing for each instance the creation, preparation, utilization, data transfer and shutdown
intervals. The developed solution has been evaluated on several examples of real-world
workflows. It is worth emphasizing once again that in many respects the results of this
work were obtained based on a study of both classical and highly specialized optimization
algorithms.

The main limiting factor is the high (cubic) computational complexity of the solution
relative to the parallelism degree of the incoming task flow [19]. Thus, there is a natural
limitation in the size of workflows, the scheduling of which can be completed in a
feasible time. Future work will concern problems of scheduling algorithms complexity
in scalable WaaS platforms.
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Abstract. This study explores a formalized dynamical systems model of
the General Escape Theory of Suicide using Sobol and PAWN global sen-
sitivity analyses. The findings highlight the importance of self-feedback
loops, the effect of stressors on aversive internal states, and the interac-
tion effects between aversive internal states and the urge to escape on
suicidal ideation and non-suicidal escape behaviors. Time-dependent sen-
sitivity analysis also reveals the long-term stability of parameter impor-
tance over time. These results hold potential for informing clinical inter-
ventions by identifying the most important influences for individual sui-
cidal ideation.

Keywords: Sensitivity Analysis - Dynamical Systems + Uncertainty
Quantification + Sobol Sensitivity Indices - PAWN Sensitivity Indices

1 Introduction

Suicide is a major global public health problem, with over 700.000 deaths a
year [9]. Suicidal behavior is conceptualized as the result of the complex inter-
action between many different variables [2]. An influential review article stated
that the prediction of suicidal ideation and behaviors has not improved over the
last 50 years [3]. Within the field of suicide prevention, a novel route to better
understand and study this complexity is by working with mathematical models.
These formalized models force researchers and clinicians to make any assump-
tions about the relation of different factors explicit and allow them to test more
vigorously what the theory proposes to predict.

In their paper “Mathematical and Computational Modeling of Suicide as a
Complex Dynamical System,” Wang et al. [15] developed a mathematical model
of suicidal thoughts as a system of differential equations. Taking inspiration from
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applications of nonlinear dynamical systems theory, their model presents suicidal
ideation as a system of interacting subcomponents, such as stressors, aversive
internal states, suicidal thoughts, and escape behaviors. The advantage of such
an approach is the ability to test predictions made by verbal theories, which have
generally dominated suicide research in psychology. This model is built from the
newly proposed General Escape Theory of Suicide by Millner et al. [8]. The
formalization of this theory as a mathematical model then forces the developer
to make choices about the type of interactions between subcomponents and
the values of self-feedback loop and interaction parameters [15]. The simulated
data provides insight into whether or not the mathematical model reflects the
expected emergent behavior associated with the phenomena. In particular, the
simulation provides evidence for the rapid-onset and high variability of suicidal
thoughts in response to random stressors and heightened aversive internal states.

Methods for global sensitivity analysis are useful in understanding which
parameters are influencing particular outputs from a model. It explores the
effects of changes in all parameters across the entire parameter space, thereby
also investigating parameter-interaction effects on the final outcome variable
measured [10]. Conducting a sensitivity analysis for the suicide model by Wang
et al. [15] is essential to understanding how the parameter choices affect the
model outcomes, which may provide insights into how to improve model par-
simony or where the mathematical and verbal model may not align (i.e. if the
verbal model posits that a particular parameter is extremely important but has
little effect on the outcome in the simulation). In this project, Sobol sensitivity
and PAWN sensitivity analyses were conducted to explore these questions.

1.1 The Model

The model by Wang et al. [15] defines stressors (S;) with a Brownian motion
equation, including both the deterministic drift parameter u, the stochastic
volatility parameter o, and the regulating effect of externally-focused strategies,
modulated by parameter f;. Next, the change in a patient’s aversive internal
state (A) is increased by the stressor according to another parameter, a, and
a logistic growth term with a carrying capacity of K. We also assume that
the aversive internal state is reduced by suicidal thoughts and escape behaviors
according to parameters dy and es, since these can have a functional purpose as a
reprieve from the aversive feelings. Finally, aversive internal state is improved by
the effect of internally-focused strategies according to parameter go. The change
in the urge to escape (U) is governed by a negative self-feedback loop and pos-
itive influence of the aversive internal state, controlled by parameter bs. They
define the change in suicidal thoughts (T) as a sigmoidal function which has a
negative self-feedback loop and whose structure is dictated by two parameters,
c41 and c49, which determines the steepness and midpoint of the sigmoidal curve
respectively. The change in escape behavior (X) is defined nearly identically,
with parameters cs; and cs2. The change in externally-focused strategies (E)
and internally-focused strategies (I) are also governed by a logistic equation,
plus a positive impact of aversive internal states (regulated by parameters bg
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and by, respectively)and a negative impact of the urge to escape (with param-
eters ¢g and ¢y for externally and internally focused strategies). The equations
governing the model can be found below.

02

Si = Speln )N (1)
dA

E = b A (KQ—A)+GQS_d2T_€2X_QQI7 (2)
dU

o —csU + b3 A, (3)
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ar —daT' 14 e—car(U—ca2)’ (4)
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dt —esX 14 e—cs1(U—cs2)’ (5)
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dl

p :g7I(K77I)+b7A*C7U (7)

1.2 Global Sensitivity Analysis

While local sensitivity analyses investigate the effect of changes in a single vari-
able on the model output, global sensitivity analysis, all parameters are varied
across the defined parameter space at the same time to investigate both parame-
ters’ single and interaction based effects [16]. In this paper, we will focus on two
prominent methods: Sobol sensitivity analysis, a variance-based method, and
PAWN sensitivity analysis, a moment-independent method.

Sobol Sensitivity Analysis. Sobol sensitivity analysis decomposes the model
output variance into sensitivity indices for each parameter, allowing for an inter-
pretation of how much a particular output’s variability can be attributed to
a particular parameter or parameter interaction [13]|. First, we choose reason-
able parameter ranges which are then sampled using a Sobol sequence, a quasi-
random sequence that more efficiently covers the parameter space than com-
pletely random methods such as Monte Carlo. The model is then run for each
combination of parameter values. From here, first-order and higher-order sensi-
tivity indices are calculated for each parameter.

If we define X = (X1,...,X,,) as an input vector with n parameters, and
f(X) =Y as the model output, then the variance of the average of that model
output for all possible parameter values provides a useful measure of model
variability as a result of that parameter set. We are particularly interested in the
variance of the average across all possible values of X; to avoid any dependence
on the value of X; in the parameter space. For ease of interpretation, we can
define pux, = E(Y]X;) as the conditional expectation when the parameter X; is
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fixed and px._, = E(Y|X~;) as the expectation when all other parameters are
held constant except X, as per standard convention.

The first-order sensitivity index is then described in Sobol [13] as the propor-
tion of the total variance that can be explained by variation in the parameter
set X, i.e.

Vipx,(Y))

STV

,0<5;, <1, (8)
This provides the main effect of the particular parameter X; on the output
variability of the model. If this value is high, we can assume a strong, direct
effect of this parameter on the variability in the model output. We can sim-
ilarly extend this to second-order indices, where we explore the variance in
model output as a result of all other variables while two particular parame-
ters are fixed. This can be depicted with the following equation, adapted from
Sobol [13],

Vipx.,,Y)) = V(px,(Y)) = V(px,(Y)) (9)
V(Y) '

Sij =

If the second-order sensitivity index for a particular parameter combination is
high, we can assume a strong interaction effect between these two parameters
on the output. Given that there are 24 parameters to investigate, looking at
all possible interaction levels would be unrealistic and computationally demand-
ing. Therefore, we can use the total-order sensitivity index as a metric for these
higher-order interactions. The total-order sensitivity index describes the propor-
tion of variance caused by that particular parameter while all other parameters
are fixed. From the Law of Total Variance, we know that

EXNz(VXz(Y|XNL)) VXN'L(EXL (Y|X~1))
V() V()

=1. (10)

Hence, the first term in the above expression encapsulates total-order sensitivity,
as it averages across all other parameters, the conditional variance caused by the
parameter of interest. Therefore, the total-order sensitivity index of a particular
parameter, X;, can be described in the following equation (once again adapted
from Sobol [13]),

L Viex. (V)
Spo=1-— % (11)

A high total-order index for a parameter implies it has a strong overall effect,
which includes its interaction and main effects. This would imply that if first
or second-order indices for a parameter were low, but total-order indices were
high, then the model output was likely due to higher-order interactions between
multiple parameters and the parameter of interest.



Global Sensitivity Analysis for Suicide Model 187

PAWN Sensitivity Analysis. In situations where output distributions are
highly skewed or bimodal, variance decomposition techniques may not provide
the most reliable estimates of sensitivity indices. Another approach is PAWN,
which is moment independent [10]. Rather than measuring changes in variability,
it measures distributional changes in the output. After sampling for parameter
combinations, the model is evaluated and its overall cumulative distribution
function (CDF) is calculated without any parameter held constant, representing
the baseline distribution of the output. Then, each parameter is sampled for a
particular conditioning value, X;. The model is then evaluated for random sam-
ples of all other parameters for each conditioned value of X;. The output CDF
for each conditioned value of X; is compared to the original, overall output CDF
using the Kolmogorov-Smirnov statistic. This statistic is then used to calculate
the sensitivity index for the overall effect of that parameter on the output, akin
to the Sobol total-order sensitivity index [11]. However, this calculation cannot
capture first or second-order variance decomposition. As a result, we will use
PAWN to verify the robustness of our result from the Sobol sensitivity analysis.

2 Methods Implementation
2.1 Model Implementation

The model implementation is the same as the version published by Wang et al.
[15], which can be found at https://github.com/ShirleyBWang/math model
suicide. As in the original paper, the simulation length was two weeks, calculated
as (15-1440) min in 15 days, with increments of 0.01. The only adjustment made
is the use of the Python compiler library, Numba, which uses a different random
number generator [6]. Given the numerical nature of the model itself, Numba
lends itself well to speeding the model evaluations, reducing a single model run
from 0.3s to 0.002s.

Additionally, for the time-dependent sensitivity analysis, the seed for the
model was set to compare sensitivity for different output values for a partic-
ular run. This output was chosen for its medial variability in output values,

stressor

aversive internal state
0.8 urge to escape

suicidal thoughts
escape behavior
external-focused change

NERREN

internal-focused change

Intensity

Fig. 1. Simulation output for Numba seed 504 from the model provided in Wang et al.
[15].
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lending itself to interesting interpretations whilst not being overly complex. A
visualization of this output can be found in Fig. 1.

2.2 Sensitivity Analysis Implementation

The sensitivity analysis was implemented using SALib (version 1.5.0) [5], a
Python library designed for the task. All documentation for library can be found
at https://salib.readthedocs.io/en/latest /index.html. The saltelli() function
from the sample package was used to sample the parameter space according to
the Saltelli algorithm, which reduces error associated with the Sobol sequence
used for quasi-random sampling of parameter space [12]. The analyze() functions
from packages sobol and pawn were utilized to estimate the sensitivity indices.
The number of conditioning intervals used for the PAWN analysis was dependent
on the sample size, with the number of conditioning intervals being roughly 1%
of the sample size for reliable convergence [1]. Additionally, the NumPy library
(version 1.26.4) [4] and Pandas library (version 2.2.2) |7] were employed for data
manipulation and analysis. Finally, MatPlotLib (version 3.8.0) [14] was imported
for visualizations.

3 Results and Discussion
3.1 Maximum Model Output Sensitivity Analysis

We first plotted the output distributions for runs with 2'° parameter space
samples to determine the appropriateness of the sensitivity analysis method.
From Fig. 2, we notice that the output distributions for the maximum of suicidal
thoughts and the maximum escape behavior are highly right-skewed, meaning
that comparison of variance-based sensitivity results with moment-independent,
PAWN sensitivity indices is useful in confirming results. The distribution of
aversive internal state model outputs is relatively evenly distributed, indicating
that we can rely on the results of variance-based, Sobol analysis results for this
output.

We notice similar results reflected in convergence graphs for both Sobol total-
order indices and PAWN indices (seen in Fig. 3 and Fig. 4 respectively). Increas-
ing the number of parameter space samples for aversive internal state model
outputs does not significantly improve the convergence of sensitivity indices.
However, overall, we notice that the total-order sensitivity indices for any of
the three outputs does not substantially change for more than 2'¢ samples, with
only a minor reduction in the confidence interval. For PAWN indices, little infor-
mation is gained past 2'° parameter space samples, since values have already
converged. Hence, further analyses for maxima of model outputs were conducted
with 217 parameter samples for Sobol indices and 2' parameter samples for
PAWN indices.

The PAWN approach to sensitivity indices captures a more general effect
of each parameter on the model output distribution, which may include some
higher-order interactions with other parameters. We can then compare the
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Distribution of Model Outputs
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Fig. 2. Output distributions for maximum each output variable from model runs (sui-

cidal thoughts, aversive internal state, and escape behavior) with 2'° parameter space
samples.
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Fig. 3. Sobol total-order index values for the three highest sensitivity indices for the

maximum of each model output (suicidal thoughts, aversive internal state, and escape
behavior) for an increasing number of parameter space samples with 95% confidence.
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Fig. 4. PAWN sensitivity index values for the three highest sensitivity indices for the
maximum of each model output (suicidal thoughts, aversive internal state, and escape
behavior) for an increasing number of parameter space samples with the coefficient of
variation as error.
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PAWN sensitivity indices and the total-order Sobol sensitivity indices to eval-
uate the robustness of the results, found in Fig.5. As illustrated in both the
convergence plots and the side-by-side total-order and PAWN sensitivity plots,
we notice that the only disagreement between the two methods is between the
relative importance of the self-feedback loop parameters and ¢4 and c59, which
control the horizontal placement of the midpoint of the sigmoidal curves for sui-
cidal thoughts and escape behaviors respectively. The two sensitivity analysis
methods cannot be compared exactly, since they rely on two distinct measure-
ments. However, the disagreement between relative importance of the midpoints
of the sigmoidal curves indicates that these parameters have a greater impact
on the asymmetric distributional changes on the model output than the overall
variance in the model output. Regardless, the methods agree on which parame-
ters remain the most important to the model outputs, regardless of their original
distribution.

As mentioned in Sect. 1.2, the main effects of each parameter can be captured
with first-order Sobol sensitivity indices, shown in Fig.6. These agree with the
highest total-order sensitivity indices for each model output. The most relevant
parameters that contribute to variance in the maximum of suicidal thoughts
are dy (the self-feedback loop of suicidal thoughts), c4o (the midpoint of the
sigmoidal curve for suicidal thoughts), b3 (the effect of the aversive internal state
on the change in the urge to escape), ¢z (the self-feedback loop on the urge to
escape) and K (the carrying capacity of the aversive internal state) with the self-
feedback loop having the greatest impact. For aversive internal state, the most
influential parameters are overwhelmingly K5 (the carrying capacity for aversive
internal state), by (the self-feedback loop on aversive internal states), and ag (the
effect of stressors on the change in aversive internal states). For escape behavior,
the most important parameters identified are e5 (the self-feedback loop of escape
behaviors), ¢s2 (the midpoint of the sigmoidal curve for escape behavior), and
once again cg, bz, and Ks.

The high relevance of the self-feedback loops associated with each maximum
for the outcome variable relates to the nonlinear effect of feedback on the system.
All of the self-feedback loops have negative effects on their respective output,
dampening the state’s proportional effect on the rate of change of its output.
Therefore, as these values decrease, the exponential effect of the model output
state is strengthened, and that particular variable can maximize at a higher
peak. This can lead to greater variability in model outputs as a result of changes
to any of their respective self-feedback loops.

In comparison to the total-order Sobol indices seen in Fig. 5, the same param-
eters of importance are highlighted for all model outputs in Fig. 6. However, for
the maximum of suicidal thoughts and escape behavior, the first-order sensitiv-
ity indices generally have much lower indices than their total-order counterparts.
This indicates a high amount of second-order or higher-order interactions for
each of these variables. However, the values of the sensitivity indices for maxi-
mum of aversive internal state are almost identical to their total-order sensitivity
indices, indicating that the vast majority of variance in model output is due to
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Fig. 5. Total-order Sobol sensitivity indices (left) and PAWN sensitivity indices (right)
for the maximum of the specified model output. Error for Sobol indices is measured as a
95% confidence interval and the coefficient of variation as error for PAWN indices. Only
parameters with an index greater than 0.01 are visualized for ease of reading. Sobol
sensitivity indices were calculated with 2!7 samples, compared with PAWN sensitivity
indices calculated with 24 samples.

the individual effect of each of these parameters with minimal reliance on higher-
order interactions. This begs the question as to which particular interactions are
relevant for the model outputs. As expected, the only second-order parameter
interaction with a sensitivity index greater than 0.01 is between by and as, since
as is the effect of stressors on the change in aversive internal state, which in turn
directly effects the self-feedback loop parameter bs.

For maximum escape behavior and the maximum of suicidal thoughts, there
are more interesting second-order interaction dynamics, particularly between
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First-Order Sensitivity Indices
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Fig. 6. First-order Sobol sensitivity indices for all parameters for the maximum of each
model output.
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Fig. 7. Second-order Sobol sensitivity indices for parameters with indices greater than
0.01 for the maximum of suicidal thoughts and escape behaviors.

parameters governing self-feedback loops. The results of the second-order Sobol
sensitivity analyses are found in Fig. 7.

We notice that all of the most relevant parameter interactions for a particular
model output involve the parameter associated with its self-feedback loop. For
the maximum of suicidal thoughts and escape behavior, this is d4 and e5 respec-
tively. We also notice the high relevance of Ks, aq, b3, and particularly cs (the
parameter associated with the self-feedback loop for the urge to escape). This
highlights, once again, the impact of exponential growth for self-feedback loops
between coupled states. Since the urge to escape has a positive, nonlinear effect



194 S. Engels et al.

on both suicidal thoughts and escape behaviors, any exponential growth that
results from lowering c3 will greatly impact the results of both escape behaviors
and suicidal thoughts. The cascading effect of variables is also highlighted, as
K is the carrying capacity for aversive internal state, as is the positive effect
of stressors on aversive internal state, and b3 is the positive effect aversive inter-
nal state on the urge to escape. This in turn feeds both escape behaviors and
suicidal thoughts, whose state will dictate their growth rate as a result of their
self-feedback loops. We again notice the high importance of interactions with
c42 and cso: since these parameters control the placement of these sigmoidal
curves, changes in these parameters will affect the threshold of urge to escape at
which either escape behaviors or suicidal thoughts will sharply increase. Small
perturbations in the parameters introduce nonlinearities that, when combined
with their own self-feedback loops, will starkly affect the model output.

3.2 Time-Dependent Sensitivity Analysis

In order to assess any changes in parameter influence over the two-week simula-
tion, a sensitivity analysis for all three model outputs was conducted each day
of the simulation output found in Fig. 1. This particular realization of the model
was chosen for its sufficiently fluctuating dynamics, particularly its peak in stres-
sors between the second and third day of the simulation and trough at day 11.
In Fig. 8, we see the results for the first-order and total-order sensitivity indices
for the five highest sensitivity indices for each model output with 2'6 samples.
For both types of sensitivity indices, we notice a general trend of stability in the
value of sensitivity indices over the course of the simulation. The general stabil-
ity of sensitivity indices over the course of the simulation, despite fluctuations
in variable outputs, indicates that the choice of simulation realization seen in
Fig. 1 does not influence the sensitivity analysis output. The individual influence
of dy (self-feedback loop of suicidal thoughts) decreases over the course of the
simulation, while its interactions remain highly relevant throughout for suicidal
thoughts. This indicates that while d4 may have a direct importance in the tra-
jectory of suicidal thoughts initially, its interactions with parameters governing
aversive internal state or urge to escape maintain the overall influence of the
self-feedback loop on the suicidal thoughts output. The self-feedback loop gov-
erned by d4 may also diminish in individual importance as the system stabilizes
and suicidal thoughts decrease.

For aversive internal state, higher-order interactions involving bg (effect of
aversive internal states on external-focused strategies), cs (self-feedback loop on
urge to escape), bs (effect of aversive internal states on change in urge to escape),
and cg (effect of urge to escape on external-focused strategies) all increase slightly
on the second day of the simulation when stressors inflate, before remaining rela-
tively constant for the remainder of the simulation. As stressors spike in the early
part of the simulation, aversive internal state and the urge to escape temporarily
amplify each other. This highlights the interaction between mediating parame-
ters like b3 and c3 that capture the reinforcing loop where higher aversive states
drive a greater urge to escape. This sharp increase in stressors also drives the
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Fig. 8. The five highest first and total-order sensitivity indices for each model output
on each day of the simulation.

activation of externally based strategies as a result of increased aversive internal
state and the urge to escape, which underscores the importance of parameter
interactions involving bg and ¢g. We also notice that as (the positive effect of
aversive internal states on change in urge to escape) has a modest individual
influence on aversive internal state. In this way, it acts as a bridge between aver-
sive internal state and the urge to escape, but does not amplify the reinforcing
loop between the two states.

We see a similar trend for higher-order interactions with c3 and b3 for escape
behavior, and a slight decline in interaction importance for cso following the first
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day of the simulation and a modest increase in interaction importance for K.
This is likely due to the fact that c¢so (the midpoint of the sigmoidal curve for
escape behavior) strongly influences the sharp increase of escape behaviors by
interacting with the variable’s self-feedback loop when stressors are high in the
early days of the simulation. Interactions with the carrying capacity for aversive
internal state (K2) increase in relevance as the simulation proceeds, indicating
greater reliance on Ky as a regulating mechanism for aversive internal state.

4 Conclusion and Future Work

Results from a sensitivity analysis of the General Escape model of suicidal
thoughts by Wang et al. [15] highlight the importance of parameters govern-
ing self-feedback loops, carrying capacities for aversive internal states, and the
downregulation of cascading effects of stressors on escape behaviors and suicidal
thoughts. The results also indicate that the relative influence of these parame-
ters are stable throughout the simulation. Interaction effects between aversive
internal state and the urge to escape were also found to greatly impact the
model output. Future research should validate these model findings with clini-
cal data and explore individual differences to refine the model’s applicability to
intervention strategies.
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Abstract. The paper describes a multidimensional approach to solv-
ing a fuzzy complex linear system (FCLS). Together with the definition
of arithmetic operations on complex fuzzy numbers with a horizontal
granular membership function, the properties of these basic arithmetic
operations are given and proven. Using the horizontal membership func-
tion of the fuzzy number and its counterpart in the complex number
space, a multidimensional full granule of solution of FCLS was obtained.
There are many methods in the scientific literature that generate results
that are not full solutions of FCLS. The examples presented show that
the use of the horizontal approach generates a full solution and indi-
cate differences with the results obtained from other methods cited in
the article. Furthermore, with granular approach the solution of the full
FCLS was calculated.

Keywords: Fuzzy complex number - Horizontal complex fuzzy
membership function + Fuzzy complex linear system - Uncertainty
theory - Artificial intelligence

1 Introduction

Fuzzy set was proposed by Zadeh [31]; subsequently, a fuzzy number as a fuzzy
subset on the real line, with arithmetic on fuzzy numbers, called fuzzy arithmetic,
were introduced [8,10,19,22]. A fuzzy complex number (FCN) was defined by
Backley [6,7]; Ramot et al. [29,30] also present concept of the FCN. In many
papers the definition of FCN was used e.g. [3,11,13,18,28].

In this paper the multidimensional horizontal approach to the FCN is used
to solve fuzzy complex system of linear equations. The horizontal membership
function (HMF) of the fuzzy set and its arithmetic was introduced by Piegat for
the first time was presented in [25]. The concept of the HMF is based on rela-
tive distance measure interval arithmetic (RDMIA) [24,26,27]. In this approach,
the entire problem space is considered, where the solution is a multidimensional
information granule. RDMIA uses the approach of defining the interval [z7, zs]
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
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as a value of the form Azy + (1 — A)za, where A € [0, 1]. Such a definition of the
interval was given by Zimmermann 1985 [32] and Klir and Yuan 1995 [20]. The
HMF concept has been used in scientific works, e.g. for solving differential equa-
tions [21], as well as for studying the stability of fuzzy linear dynamic systems
[23] and many others.

Determining full and correct solution of the fuzzy complex linear system
(FCLS) is still very interesting for the research community. In problems of real
life, variables usually are uncertain. For researchers of many fields of science, such
as economy, medicine, engineering, mathematics or physics, it is very important
to find a solution of the FCLS. The papers where the real fuzzy linear system
is solved are [1,2,5,9,12,16,17]. Also, there are methods for solving FCLS and
their application. Raheooy et al. in [28] applied FCLS to circuit analysis, while
Jahantigh et al. in [18] proposed a numerical procedure to find the solution of
FCLS. Behera and Chakraverty in [3,4] describe a method for solving FCLS;
later Ghanbari [13] published its modified version. Recently, Guo and Zhang in
[14] wrote about minimal solution of FCLS. Farahani et al. in [11] solved FCLS
using eigenvalue method. Moreover, Han and Guo in [15] discussed the numerical
procedure for solution of FCLS.

The fuzzy complex linear system (FCLS) in [3] is defined as [C][Z] = [W],
where: [C] - the n x n matrix of crisp complex coefficients; [W] - the n x 1 matrix
of fuzzy complex numbers; and [Z] - unknown fuzzy complex numbers. The full
fuzzy complex linear system (FFCLS) is defined as a FCLS where the matrix of
coefficients [C] is a matrix of fuzzy complex numbers [C].

On the presented examples it was shown that results generated by methods in
the cited papers are not full solutions of the FCLS. It was proved by generating
the crisp solution of the crisp complex linear system (CCLS) from FCLS which
does not belong to the set of results of the cited papers. Therefore, there is a
need to find a method that will generate a full solution of the FCLS. To fill this
gap, the HMF and its arithmetic is used.

The method with fuzzy complex number (FCN) and its horizontal member-
ship function (HMF) presented in the paper allows to generate crisp sets of the
dependent solutions, the granule of solution. With the solution expressed in the
form of granule of information it can be determined if any crisp solution is possi-
ble or not. Three examples analyzed in the paper were taken from [3,4,11,15,28].
The last example presents application of the HMF to find the solution of the full
fuzzy complex linear system.

The multidimensional granular complex HMF approach provides solutions
that satisfy fuzzy complex linear systems. It is shown on examples that the
methods from the cited articles do not generate a full FCLS solution, the results
are overestimated or underestimated. The obtained multidimensional solution
by HMF is an information granule of the full set of solutions that satisfies FCLS
(FFCLS) and its equivalent forms.

The rest of the paper is organized as follows: in Sect. 2 the theoretical foun-
dation of the fuzzy complex number with horizontal membership function and
its arithmetic with basic algebraic properties are given. In Sect.3 the numeri-
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cal examples are considered, where the fuzzy complex linear systems are solved.
Section 4 presents some conclusions.

Abbreviations: FCN - fuzzy complex number, CCLS - crisp complex linear
system, FCLS - fuzzy complex linear system, FFCLS - full fuzzy complex linear
system, HMF - horizontal membership function.

2 Theoretical Foundations

This section presents the theoretical foundations of the fuzzy complex number,
horizontal fuzzy number, horizontal fuzzy complex number and horizontal fuzzy
complex arithmetic used in the paper for solving fuzzy complex linear system.

Let us introduce the following notations: Fj is a set of fuzzy numbers on the
real numbers IR, and vt = (uf,u%) is p-cut level of z € Ey, p € [0,1].

T

Definition 1 [12] (Fuzzy number). An arbitrary fuzzy number is an ordered pair
of functions (ut,u*), 0 < p < 1, which satisfy the following requirements:

1. u* is a bounded left continuous nondecreasing function over [0, 1].

2. w" is a bounded left continuous nonincreasing function over [0, 1].

$out <, 0<pu<l.

Definition 2 [3] (Fuzzy complex number). An arbitrary fuzzy complex number
is written as Z = p +iq, where p = [p*,p"] and ¢ = [¢"*, "], 0 < p < 1.

For fuzzy complex number Z = p + iq, p is called the real part (Re(Z)) and
g is called the imaginary part (Im(2)). A u-level of an arbitrary fuzzy complex
number can be written as 2# = [p*,p"] +i[g",q"] = [p" + i¢",P" + iq"].

Definition 3 [21,25] (Horizontal membership function). Let @ : [a,b] C IR —
[0, 1] be a fuzzy number. The horizontal membership function u9” : [0,1]x[0,1] —
[a,b] is a representation of u(x) as u9"(u, w,) = x in which “gr” stands for the
granule of information included in x € [a,b], 1 € [0,1] is the membership degree
of © in w(x), oy, € [0,1] is called RDM wvariable, and u9"(u, ) = u* + (@ —
ut)ay,.

The horizontal membership function presented by granule of information of
fuzzy number 4 is denoted in [21] as H(u) = w9 (i, avy,).

Definition 4 [23]. The horizontal membership function of the fuzzy complex
number Z = p + iG is denoted by H(Z) = 29" (i, op, og) and defined as H(Z) =
H(p) + iH(G). Therefore, Re(H(Z)) = H(Re(Z)) and Im(H(2)) = H(Im(2)).

For example, the fuzzy complex number with nonlinear borders z* = p* +
it = 3+ p?5 — /pl +ild+ P, 7 — p?], po€ [0,1], has a complex granular
form of membership function as: 29" (u, ap, g) = 3 + p? + (2 — /o — p?) +
i4+ p® + oy (3 — p? — p?)], where p, ap, oy € [0,1]. The fuzzy complex number
zZM with nonlinear boundaries together with variables o, and o, generating the
information granule is presented in 3D space in Fig. 1.

The definition of the span of the complex information granule z9"(u, oy, 0rg)
is as follows.
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T
=

/\
\/

Im(z") Re(3")

Fig. 1. Fuzzy complex number 2* = p* + igt = [3 4+ pu?,5 — Vil +if4 + w7 — 1,
wu € [0,1] and variables ap, aq € [0, 1] generating the information granule.

Definition 5. The fuzzy complex number Z = p + iG can be represented by the
span of its horizontal membership function H(Z) = 29" (u, ap, og), by the for-
mula (1),

o= HH 29" (o, ) = {inf min 297 (7, ap), sup mangT('y,ap)}
Y2p Ap y>u Gp (1)
+1 {inf min 297 (7, ag ), Sup max zgr('y,aq)]
Y= Qg Y>> Qg

Definition 6. Let z; = p1 + iG1 and Zs = P2 + iG2 are the fuzzy compler num-
bers, with the horizontal membership functions H(z1) = H(p1) + iH(q1) and
H(Z2) = H(p2) + iH(G2). Denotes ® as a one of four basic arithmetic oper-
ations {+,—, x,/}. Therefore, 21 ® Z3 is a fuzzy complex number such that
H(Z1 © Z2) = H(p1) © H(p2) + i(H(G1) © H(G2)), operation [ occurs only if
0 ¢ H(z).

For fuzzy numbers whose horizontal membership functions are as in Defini-
tion 4 the basic algebraic properties hold.

Lemma 1. Let zy, Zo and Z3 are fuzzy complex numbers with horizontal mem-
bership functions H(z1), H(Z2) and H(Z3). The FCN with HMF addition and
multiplication are commutative and associative, equations in (2) are true,
21+ Z2=Za+ 21,
Z1Z2 = ZaZ1, 2)
214 (22 + 23) = (21 + Z2) + 23,
21(2223) = (2122) 23.
Lemma 2. The FCN with HMF has identity elements under addition and mul-

tiplication that are crisp values 0 and 1, respectively. Equations in (3) hold for
any FCN Z with HMF H(Z),

3)
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It is easy to show that Lemma 1 and 2 hold, so the proof is left to the reader.

Lemma 3. The FCN z = p + iq with HMF H(Z) = 29" (p, op, 0g) = p* +
ap(p —p*) +ig" + aq(@" — ¢, where p, oy, g € [0,1], has an additive inverse
element (4),

= 27 (p, op, ) = —[p" + ap (P — )] —ilg" + g (7" — ¢)]. (4)
Proof. zgr(u,ozp7aq) + (= Zgr(#aapaaq)) = [Bu + O‘p(ﬁ# - p“) + i[qu + o (6"
a)] + [P + ap( — p)] = ilg" + ag (@ — ¢")]] = P + ap (P — p) + Z[q” +
aq(@ — ¢")] = [P + ap (" — p)] - Z[q“ +ag(@ —¢")] =0 O
Lemma 4. For the FCN Z = p + iq with HMF H(Z) = 29" (i, ap, aq) = p" +
ap(ﬁ'u - BH) =+ 7’[2“ + qu(q# - QM)L 0 ¢ Zgr(ua Oép,Oéq), where Wy Oy Cg € [07 1};
there exists a multiplicative inverse element given by (5),
P+ ap(p" — p") —ilg" + g (7" — "))
[P + (@' — )P + (g + g (@ — ¢#))*
Proof. 29" (p, ap, ag) - (1/297 (w, atp, 0tg))

_ ‘ - by (0 —p)—ila" + g (@ —4")]
= [p" + ap(P" — p*) +ilg" + aq(@" — ¢")]]- [B%+a(i(pa_B%)]ziéu_;.zq(%u_ggu)}z
[p"+ap (P —p")*+lg" +0q (@ —g")]

= P T @ ) P Ha oy @ g = L =

Lemma 5. The distributive law (6) holds for any FCN z; = ]51 + iq1, 29 =
P2+1iGa and Z3 = p3+igs with H(Z1) = 27" (1, apy s g, ), H(Z2) = 25" (1, atpy s tgy)
and H(Z3) = 2§ (1, Ops, gy,

/29" (u, o, o) = (5)

Zi(Z2+23) = 2122 + 2123 (6)
Proof. H(z1)(H(Z2) +HM(23)) = [P + o, (BY —p4) +ila) + g, (@) — @)))) - {Iph +
ap, (B — ) +ilah +ag, (@ — @)+ [Ph + s (B5 —p4) +ilah + o, (@5 — 411} =
[P} + o, (ﬁ‘f —pl)+ilgh +ag (6?‘ )] [p§+ap2(p2 p“)H[q +ag, (75 — )]+
[p% +ay, (P p”)+l[q“+aq1( Q“)]] (P4 + 00, (P B“)+Z[g“+aqs(Q3 )H =
H(z 1)H(Z2) +H (2 )H(zs),
where (1, ap,, Qp, s g, gy 5 Qg g € [0, 1] O

Lemma 6. The cancellation law for addition (7) holds in the FCN with HMF
arithmetic,

Z1+ 23 = Zo + 23 = Z1 = Z9, (7)
where 2 = Py + iGq1, Z2 = P2 + iGe and Z3 = ps + iGs are FCN with HMF:
H(z) = Z€T(Mvap17aq1)7 H(z) = Zgr(ﬂv apzvaqg) and H(z3) = Zgr(ﬂvapsvaqg)'
Proof. z1 + zZ3 = Zo + Z3;

[P} +ap, (PY —p}) +ila) +aq, (@ — @)+ [Pl +ap, (P5 —ply) +ilal +ag, (@5 —4)]] =
[Pt + v, (Pl —ply) +ilgh + g, (@5 — @)+ P4+, (B —phy) +ilgh +agy (@5 — )]s
Adding —Z3 on both sides, we have:

Py o, (P1 =) +ilgy +aq, (@ —¢))] =+ o, (P5 —ply) +ilgh + g, (@ — ¢5)];
Z1 = Zo,

where 1, ap,, Qpy s Qpy s Qg 5 Oy, Ay € [0, 1] 0
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Lemma 7. For any FCN z, = p1+iq1, 22 = p2+iGe and Z3 = p3+iqs with HMF
H(z1) = Zfr(:ua o‘pwafh)? H(z2) = Zgr(u’ O‘pz’o‘%) and H(Z3) = Z3gr(lu‘7 Qps; qu3),
if 0 ¢ Z3, the cancellation law for multiplication (8) holds in the FCN with HMF
arithmetic,

2123 = Z9Z3 = Z1 = Z9. (8)

PT’OOf. 21 . 23 = 22 . 23;

[P +ap, (P =) +ilal +aq, (@) — a))]]- [P + ops (P5 —p4) +ilal +ovg, (05 —a4)]] =
[Bg +ap2 (ﬁg _Bg) ‘H[QS +aQ2 (qg _Qg)]] : [Bg +ap3 (pg _Bg) ‘H[Qfof +alI3 (ag _Qg)]]’
Multiplying by 1/Z3 both sides, we have:

P+, (PY =) +ilgy +aq, (@ —g1)] =+, (Ph —phy) +ilgh +aq, (@5 —45)];
Z1 = Zo,

wlhere 2,u,apl,apz,am,aql,aqg,aqs_ € [0,1]. O

The special cases of the fuzzy complex number (FCN) are triangular and
trapezoidal FCNs. In the following two remarks, the triangular and trapezoidal
FCNs granular approaches are defined.

Remark 1 (Triangular horizontal fuzzy complex membership function). A trian-
gular fuzzy complex number o = [a; + (by — a1)p, 1 — (¢1 — by) ] +ifag + (by —
as), c2 — (c2 — ba)u] in the granular notation has a form of (9), where p, a,,
ay € [0,1], see Fig. 2.

V9" (p, ap, o) = ay + (b — ar)p + [e1 — a1 — pler — a1)]ay, (9)
—|—i[a2 + (b2 - ag),u + [02 — a2 — M(C2 - GZ)]aq]

S
S A
Ll
S

1

I'm(o") Re(")

Fig. 2. Triangular fuzzy complex number o* = [a1 + (b1 — a1)p,c1 — (e1 — b1)p] +
ilagz + (b2 — a2)p, c2 — (c2 — b2)u], 1 € [0, 1] and variables oy, ay € [0, 1] generating the
information granule.
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trapezoidal fuzzy complex number w*

= la1 + (b1 — ar)p, dy — (di — c1)p]
ilag + (b — a2)p, d2 — (d2 — c2)p] in the granular notation has a form of (10),
where p, oy, a4 € [0, 1], see Fig. 3.

Remark 2 (Trapezoidal horizontal fuzzy complex membership function). A
_|_

wI™(p, ap, g) = a1 + (b1 —ar)p+ [di — a1 — p(di — a1 + b1 — 1)y
+ilag + (b2 — a2)p + [d2 — az — pu(dz2 — az + by — c2)]ay]
(10)

P
il
i

Cl[h

I'm(uw*) Re(w'")

Fig. 3. Trapezoidal fuzzy complex number w" = [a1 + (b1 — a1)p,d1 — (d1 — c1)p] +

ilaz + (b2 — a2)p, d2 — (d2 — c2)p], po € [0,1] and variables a,,, aq € [0, 1] generating the
information granule.

3 Examples of the FCLS Solved with the Granular Fuzzy
Complex Membership Function

In this section three examples from [3,4,11,14,15,28] using horizontal approach
to fuzzy complex numbers are solved. The last example presented in the paper -
Example 3 - considers the full fuzzy complex linear system and its multidimen-
sional granular solution.

Moreover, in the presented examples it was shown that the cited papers do
not provide a full solution. On the basis of the fuzzy complex linear system
(FCLS), infinitely many crisp complex linear systems (CCLS) can be generated.
To show that results obtained in [3,4,11,13-15,28] are not full solutions, the
CCLS generated from the analyzed examples of FCLS are examined, i.e. for
support when p = 0. If the methods give a full solution, then the solution of

the CCLS should be included in the result of the FCLS, for the same constant
n=0.
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3.1 Examples

Ezample 1 (Example 1 [3,4], example 4.1 [15], example 1 [14], example 5.1 [11]).
Let us consider the fuzzy complex linear system (11).

Zr—Zo =2 — pl il +p,3 — 4 (1)
21432 =[4+p,7—2u]+ip—4,—-1—2y]

The FCLS (11) in granular notation has a form of (12),

AN =2 =t (2= 2w)ap, +il+p+ (2 p)ag,)

r r . 12
AT+ 328 = A4+ (B 3w, +i(—d+pt (B 3pag) (D)

where p, ., 0, , g, , g, € [0, 1].
With basic algebraic operations the multidimensional granular solution was
obtained, formula (13),

271y 0y s Qg gy s lgy) = (44 Bary, + 3avy, + (4 — 6ary, — 3ay,)) /4
+i(_1 + 6am + 30éq2 + :U’(4 - 6alJ1 - 3Oéq2))/4
Zgr(/vt, Qpy Apy s Agy s aqz) = (4 - 2041,1 + 3ap2 + M(Qam - 3ap2))/4
(=5 = 2aq, + 3ag, + 1204, — 3ag,))/4
(13)
where [, ap,, Qp,, Qqy g, € [0,1].

The granular solution (13) satisfies the FCLS (11). Substituting the obtained
solution for Z; and Z; in the FCLS, we have:

Z1 — Zp = [(4+ 6ap, + 3oy, + (4 — 6y, — 30y, ))/4+i(—1 4 60y, + 3y, +
:U’(4 - 6ath - 3aqz))/4] - [(4 - 2ap1 + 30[1,2 + M(Qaln - 3ap2))/4 + i(_‘r) - 2aq1 +
304,12 + M(Qath - 3Oéq2))/4} = 2041,1 + :u(l - 2041,1) + i(l + 20‘% + /.L(l - 20“11)) =
r+ (2= 2p)ap, i1+ p+ (2 - 2p)ag ) = [, 2 — p] +i[1+ p,3 — pl;

Z1+ 322 = [(4+ 60y, +3ap, + p(4 — 60y, —3ap,))/4+i(—146aq +3aq, +
(4 —6ag, —3ag,)) /4] + 3[(4 — 20y, + 30y, + (20, —30ay,))/4+i(—5—2a, +
3aqz +M(2ath _30‘112))/4] = 4+3ap2 +M(1 —30[1,2) +i(_4+3aqz +:u(1 _3aqz)) =
A4+ pu+ (3 =3p)ap, +i(—4+pu+ 3=3p)ag,) = 4+up, 7—2ul+iu—4,—1—2pu].

The granular solution also satisfies equivalent form (14) of the FCLS (11).

21_[”72_/-]/]_1[1—’—”73_”]:22 (14)
21— [+, 720 —ilp—4,-1-2p] = -3%

Substituting multidimensional granular solution (13) into FCLS (14), we
have:

Z1— [/1'7 2_/1'] _i[1+:u7 B_M] = [(4+6ap1 +3a;l72 +M(4_6a171 _3aP2))/4+i(_1+
60&,11 +3aqz +M(4 - 60[,11 - 30‘@))/4] - [:u’+ (2 - 2/’6)&]’1 +i<1 +u+ (2 - 2#)%1)] =
(4—2ayp, +3ap, +u(2ap, —3ap,))/4+i(—5—2aq, + 30y, +1(2aq, —30y,)) /4 = Zo;

21— A4 u,7—-2p] —ip—4,—-1—2pu] = [(4+ 60y, + 3ap, + (4 — 6ayp, —
80ty,))/4 +i(—1+ 6y, +3atg, + i(4 — 60, — 300,))/4] — [4 4+ 1+ (3— 3u)axy, +
Z(_4 +u+ (3 - BN)O‘QQ)] = (_12 + 6ap1 - 9ap2 - 6:u’ap1 + 9/1'a;l72)/4 + 2(15 +
6alh - 9Oéq2 - 6:“’04111 + QMGQ2)/4 = _3[(4 - 2ap1 + 3ap2 + M(Zam - 3ap2))/4 +
Z.(_5 - 2a<h + Saqz + M(Qa!h - SQQ2))/4] = —3%.
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Similarly, it can be shown that the obtained granular solution satisfies other
equivalent forms of the FCLS.

The span of the granular solution (13) in the form of fuzzy complex numbers
presents (15) and graphically in Fig. 4,

2 =M (1 0y gy gy gy)) = [1 4 1, 3.25 — 1,25y
+i[—0.25 + 1,2 — 1.25y1],

2 =H (2 (1 apyy Oy Qg s gy )) = [0.5 4 0.5, 1.75 — 0.754]
i[—1.75 + 0.5, —0.5 — 0.754],

(15)

where p € [0, 1].

”
%

a

Im(%) Re()) Im(z)) : Re(z)
Fig. 4. Spans of complex granule of solution of fuzzy complex system of linear equa-
tions, Example 1.

The next Example 2 taken from [11,28] considers a simple RLC circuit where
both current and source are fuzzy.

Ezample 2 (Example 2 [28], example 5.5 [11]). Let us consider the FCLS (16)
for RLC circuit presented in Fig. 5.

(10— 750)5 + (=64 50)% = [4+ 1,6 — pl +il-1+p1—pl o
(=64 5i)z1 + (16 + 3i) 2o = [-2+ p, —p] +i[-3 + p, —1 — ]
where p € [0,1].

FCLS (16) in the granular notation has a form (17)

(10 = 7.50)2]" + (=6 + 5i)2]" =44 p+ ap, (2 — 2p) +i[—1 + 1 + g, (2 — 2p)]
(=6 +59)27" + (16 + 3i)2]" = =24 p+ op, (2 — 21) +i[—3 + 1 + g, (2 — 2p)]
(17)

where i, iy, 0y, gy, g, € [0, 1].
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4 2.5i 10 8i

[4+u,6—u]+i[—1+u,1-p] [—2+u, —u]+i[=3+u,—1—u]

Fig. 5. A simple RLC circuit where both current and source are fuzzy [11,28].

The multidimensional granular form of solution is presented by (18).

#' (1, Oy s Opy, gy, Oy )
= {21232, + 9432, — 7956014, + 54200, + 28880
+ 1(14064 — 21232, — 94320, + 7956014, — 54200,)
+1[7956cr,, — 5420a,, + 21232a4, + 94320y, — 3432
+ 1(16600 — 7956, + 5420c,, — 212324, — 94320y,)]}
/121249
Zgr (M’ Qpy, Opys gy s aqz)
= {9432a;,, + 155200, + 5420c,, + 78900y, — 11201
+ 1(19131 — 9432, — 155200, — 54200y, — 78900y, )
+1[9432c,, — 7890, — 5420c,, + 15520y, — 30946
+ 1(5821 + 5420c,, + 7890cr,, — 94324, — 155200y, )]}
/121249

Obtained multidimensional solution (18) satisfies the considered FCLS and
its equivalent forms. It can be proved similarly as in Example 1.

The span of the multidimensional granular solution expressed in the form of
the FCN is presented by formula (19) and in Fig. 6

= H (20 (1 iy gy gy s Ogg)) = [0.1726 + 0.181672, 05358 — 0.1816]
+i[~0.0730 + 0.18164, 0.2002 — 0.1816]

2 =H (2 (1 apyy Ay gy s gy ) = [—0.0924 + 015784, 0.2232 — 0.1578]
+4[—0.3650 + 0.1578, —0.0494 — 0.1578 ]

(19)
Ezample 3. Let us consider the full fuzzy complex linear system (20).
(1,2 = pl 4 il 2 = p) 2 ([=3 + g =1 = p i[5+ 0, T = p]) 2
= [_11+/’La —9—/1]4'2[114‘#7 13_M]a (20)

([=8+p, =6 — p] + i[5+ p, =3 — p))Z1 + ([, 2 — p] + i, 2 — p]) 22
=[=3+p-1—p+i[-9+p—7—p
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?

90

Im(z) Re(z)

Fig. 6. Span of the multidimensional granule of solution z} and z§ from Example 2.

Fuzzy complex linear system (20) in multidimensional granular notation has
a form of (21),

(1 + ap, (2= 2p) +ilp+ g, (2 = 2p)]]27"
=3+ bt oy (2= 20) +i[5 4 o+ g, (2 — 2p)]]25"
= =11+ pi+ apy (2 = 20) + i[5+ p + 0y (2 = 2],
(=8 + kot 0y, (2 =2p) + i[5 + p + g, (2 — 2p0)]]2{"
+ (1t ops (2 = 2p) + il + gy (2 — 2p)]]25"
= =3+ pu+ apy (2 — 2) + i[9 + 1+ gy (2 — 2p0)],

(21)

where p, apy, ..., Qpg, gy s - ., 0ge € [0,1].
The granule of determinant d9" (u, o, ctg) of the coeflicients of uncertain val-
ues of the FCLS (21) is equal as in Eq. (22),

Ao (ks e, o) = [+ 0, (2 — 2p) + [0 + g, (2 — 24)]]
1+ o (2 = 2) + i1 + g (2 — 20)]] (22)
—[3 4 pt ap, (2= 2p) +i[5 + p+ g, (2 — 2p)]]
(=84t ap, (2 = 20) + i[5+ 1+ g, (2 = 2p)]]

where a, = {ap,, ..., ape}, g = {gys - 0} and w, apy, ooy Qpgy gy - ey
age € [0,1].

Equation (23) and Fig. 7 present the span of the determinant d9"(u, ap, ag)
for border values of the variables o), = {ap,,...,aps}, ag = {Qg, .., g}

0 ¢ d?"(p, op, rg).
d* = H7(dT (1, p, ) = [63 4254, —17 —21p] +4[15+ 214, 61 —254], (23)

where p € [0,1].
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Im(d") e Re(d"))

Fig. 7. Span of determinant d*.

With basic algebraic operations, the multidimensional granular solution of
the FCLS (21) equals as presented with Eq. (24)

2" (1 apy 0g) = {[=11 4 p1+ g (2= 20) + i[5 + p+ gy (2 — 201)]]

it o (2= 20) + il + gy (2= 2p)]] = [=3 4 14 0, (2 — 2p0)
i[5+ p+ g, (2= 20)]] - [=3 + p+ apg (2 — 2p)
Fi[=9 + p+ g (2 = 2p)]]} /A (1, ap, ) (24)

25" (s apy g) = {[10 + ap, (2 = 20) +i[u + ag, (2 — 20)]]
=3t o (2= 21) + i[9+ 1+ age (2 — 2p)]]
—[=11+ p+ apy (2= 20) + i[5+ 1+ g, (2 — 2p)]]
(=84t 0, (2 = 200) + i[5 + p 4 g (2 = 20) ]}/ A7 (1, 0, )

where o, = {ap,, -, Qpe }y g = {Qqys -, Qge fand @, Qpy s -y Qg Qs - -+, Olgg
€ [0,1].

To prove that the obtained solution satisfies the FCLS and its equivalent
forms, the granular solution should be used in the place of variables in the
system, similarly as in the Example 1.

The span of the granular solution (24) is presented in Fig.8. The spans in
Fig.8 were calculated for border values {0,1} of the horizontal variables and
€ [0:0.2:1]. In this example the left and the right sides of the spans of the
solution are nonlinear.

Approximations of the spans by the triangular fuzzy complex number using
the supports and the cores of the spans are presented with the Eq. (25),

2= H (2 (1, o, ) = [0.1584 + 0.84162, 2.0902 — 1.0902]
+[0.0338 + 0.96627, 2.3312 — 1.3312y],

2= H (2 (1, o, ) = [0.9292 + 1.070842, 3.1375 — 1.13754)
+i[—0.1315 + 113154, 2.5344 — 1.5344y],

(25)

where p € [0,1].
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Fig. 8. The span of the multidimensional granular solution from Example 3.

3.2 Comparison of Results

Let us consider the solution obtained in Example 1. The fuzzy complex num-
bers (15) are different than the results with the method provided by the authors
in [3,4,11,14,15).

From the FCLS in example 1 [3,4], example 4.1 [15], example 5.1 [11] and
example 1 [14], for 4 = 0 the CCLS (26) can be obtained:

Z1 — k9 = 24+ 3i,
214320 =7 —1, (26)
where the crisp solution equals: z; = 3.25 + 2¢ and 2z, = 1.25 — 4. Unfortu-
nately, the crisp solution z; does not belong to the solution of the FCLS pre-
sented in [3,4,11,14,15], for 4 = 0 we have: z; = 3.25+2i ¢ Z;(p = 0) =
[1.375,2.875] + i[0.125,1.625]. It shows that results presented in [3,4,14,15] are
not a full solution.

With the multidimensional granular solution (13) using the horizontal vari-
ables all pairs of the crisp complex solutions can be generated. For example, for
1 =0 and ap, = ap, = g, = g, = 1 the crisp solution of the crisp complex
linear system (26) can be obtained.

Let us analyze solution of Example 2. The solution (18) obtained with mul-
tidimensional horizontal approach is different than results calculated in papers
[11,28]. Let us consider the CCLS (27) from FCLS (16), where p =0

(10 = 7.50)z1 + (=6 + 5i)zo =4 + 4 (27)
(=6 + 5i)z1 + (16 + 3i)zg = —2 — 31

Crisp solution of the CCLS (27) equals: z; = 0.1726+4-0.1468i, 2z, = —0.0477—
0.17744. Value z; does not belong to the results in [11,28], for © = 0 we have:
21 = 0.1726 + 0.1468i ¢ (1 = 0) = [0.3164,0.3920] + i[0.0708, 0, 1464]. So the
results in [11,28] are not full solutions.

The crisp solution of CCLS (27) belongs to the direct solution with
HFCN (18), it can be obtained for p = ap, = ap, = g, =0 and a4, = 1.
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4 Conclusions

The paper presents a multidimensional approach to solving fuzzy systems of
linear equations using fuzzy complex numbers (FCN) and their horizontal mem-
bership functions (HMF). It is also proved that defined operations on FCNs
with HMFs hold basic algebraic properties. With arithmetic on the fuzzy com-
plex numbers with HMFs the fuzzy complex linear systems (FCLS) were solved.
Obtained solution is a granule of information expressed in the form of the for-
mula. What is more, it was shown that the multidimensional solution satisfies
the FCLS and its equivalent forms. With a multidimensional solution it is pos-
sible to generate any crisp solution. This feature helps to prove that presented
results obtained in the cited papers [3,4,11,15,28] are not full solutions of the
FCLS. With a multidimensional solution, a crisp solution of the FCLS was gen-
erated, which is not present in the results obtained with the methods used in
cited papers.

Presented approach of the complex horizontal fuzzy membership function
and their arithmetic can be used in many problems of granular computations.
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Abstract. The paper presents a multidimensional horizontal approach
to solving the fuzzy Sylvester matrix equation (FSME). The use of the
horizontal membership function (HMF) of the fuzzy set allows for gen-
erating a granule of information about the FSME solution. The paper
presents an algorithm for solving FSME using HMF, which generates
a full FSME solution. The solution obtained using the given algorithm
differs from the results presented in the cited articles. The calculated
granule of the FSME solution contains solutions that do not occur in
the results obtained in the analyzed examples, therefore these results are
underestimated.

Keywords: Fuzzy Sylvester matrix equation - Horizontal membership
function - Uncertainty theory - Artificial intelligence

1 Introduction

Finding a solution to the fuzzy Sylvester matrix equation (FSME) is still being
attempted by many scientists. The basic matrix Sylvester equation has the form
AX + XB = C, where A € R™™, B € R™*™, and C € R™™, [5]. In this
paper we will consider the FSME, which is the basic Sylvester matrix equation
with fuzzy values. Fuzzy sets were proposed by Zadeh [11] and they model uncer-
tainty in the form of a membership function p : X — [0, 1]. The notation pa(z)
represents the degree of membership of variable x € X to concept A.

Solutions to the FSME using different methods can be found in the articles
[1-3,9,10]. In this paper, we propose the use of horizontal fuzzy set membership
functions to solve the FSME. The horizontal membership function (HMF) of a
fuzzy set was proposed by Piegat [8]. The HMF is a multidimensional approach to
uncertainty modeling. It allows to represent the membership of a fuzzy set using
a multidimensional information granule by introducing an additional variable
called the relative distance measure (RDM) variable [7]. This theory is based on
the notation of the interval as Az; + (1 — A)xa, where A € [0, 1], which is also
described in the books [4,12].
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
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The main contribution of the article is the use of a multidimensional hori-
zontal approach to the solution of the FSME, the proposal of an algorithm for
calculating the solution of the FSME, and the demonstration that the methods
presented in the cited articles do not provide a complete solution. The complete
solution can be obtained by a method that does not rely only on the boundary
values of the fuzzy number in arithmetic operations.

The rest of the paper is organized as follows: In Sect. 2, the theoretical back-
ground of FSME, horizontal membership function and the algorithm for cal-
culating the FSME solution using HMF are presented. In Sect.3, the FSME
is calculated based on the proposed algorithm. In Sect. 4, conclusions from the
presented research are given.

2 Theoretical Foundations

The fuzzy Sylvester matrix equation (FSME) has a form (1).
AX +XB=C (1)

where A = [a;;] € R™", B = [b;] € R™™ and C = [¢;;] is n x m matrix of
fuzzy number, [2].
The equivalent form of the FSME has the form (2), [2].

(Im ® A+ BT @ I,)vec(X) = vec(C) (2)
where I is k X k identity matrix, vec is a vectorization of matrix, vec(X') and
vec(C') are nm x 1 matrices, operation ® is the Kronecker product, and BT is
transpose of a matrix B.

Definition 1. [6,8] (Horizontal membership function) Let @ : [a,b] C R —
[0,1] be a fuzzy number. The horizontal membership function u9” : [0,1]x[0,1] —
[a,b] is a representation of u(x) as uI"(u, ) = x in which “gr” stands for the
granule of information included in x € [a,b], p € [0,1] is the membership degree
of x in u(x), o, € [0,1] is called RDM wvariable, and u9"(u, ) = u* + (W —
ut )y, .

The horizontal membership function presented by granule of information of
fuzzy number 4 is denoted in [6] as H () = u9" (i, ay).

Definition 2. [6] The span of the information granule of the horizontal mem-
bership function H(4) = u?"(u, o) of 4(x) € Ey is obtained as the u-level sets
of the vertical membership function of u(x), using (12),

H (w9 (o)) = @ = | inf minu?" (8, o), sup max u?" (5, o) (3)
B>p oy B>p
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Let v and w are the fuzzy numbers, with the horizontal membership func-
tions H(0) and H(w). Denotes ® as a one of four basic arithmetic opera-
tions {4+, —, x,/}. Therefore, ¥ ® @ is a fuzzy number such that H(? © w) =
H(?) ® H(w), operation / occurs only if 0 ¢ H(w), [6,8].

For arithmetic operations on fuzzy numbers with a horizontal membership
function, the following basic algebraic properties hold, [6]:

Li—9=—(d—a),
2. G—i=0,
3. @/a =1,

4. (4 + 0)w = aw + V.
Algorithm 1 presents the steps for calculating the solution of the fuzzy
Sylvester matrix equation using horizontal membership function.

Algorithm 1. Algorithm for calculating the Sylvester fuzzy matrix equation
AanXnXm+XnXmBme = Unxm

1. Check whether the matrices A and —B do not share any eigenvalue. If they do,
then STOP - fuzzy Sylvester matrix equation has no unique solution. Otherwise,
Step 2.

2. Using the Kronecker product and the vectorization operator vec write the Sylvester
equation in the form (In ® Anxn +BT. . ®In)nmxnmvec()2)nmxl = vec(é’)nmxl,
where [Ij is k X k identity matrix.

3. Write down the elements of matrix Uec(é’ ) as arbitrary fuzzy numbers. Then rewrite
the obtained equation using the horizontal membership function for matrix vec(C).

4. Calculate a granule of solution of the equation using basic arithmetic operations
on fuzzy numbers with horizontal membership function.

5. Find the span of the granule of solution obtained in Step 4. Obtained fuzzy num-
bers represents minimum and maximum values of the multidimensional granule of

solution.

3 Numerical Examples

Ezample 1. (Example 4.3 in [2]) Let us consider a fuzzy Sylvester matrix equa-
tion AX + XB = CV, as in (4).

{—1.2 0.2 ] [:zu 3312] N {5@11 9212} {1.2 0.6}

0.8 —1.2 .%21 5?22 5321 .f?gg 0.41.2 (4)
©[(120 + 124, 144 — 12) (100 4 114,122 — 1141)

- {(100 + 124,124 — 121) (160 4 164,192 — 16@)]
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where p € [0,1].

Considered the Sylvester Eq. (4) has a unique solution because matrices A
and —B do not share any eigenvalue.

Using the Kronecker product notation and the vectorization operator vec let
us write the Eq. (4) in the form (5).

(1] [ 2]« [5295] = 1] o=

where
11 (120 + 1241, 144 — 12p)
o\ | T Sy | (100 + 124,124 — 12p)
vec(X) = F1o ,vec(CH) = (100 + 112,122 — 11p) € [0,1].
Fao (160 + 164,192 — 164)

Rewriting vec(C*) using a horizontal membership function with variables s,
Qeyyy Qeyay Oegys Ocny € [0, 1], we have multidimensional granule of information
vec(C97) in the form:

120 + 121 + e, (24 — 24p)
100 + 127 + gy, (24 — 2471)

gry __ 21
veelC) = | 100 + 11+ a012(22 — 22)
( )

160 + 1641 + 0y,

With operation of Kronecker product and the multidimensional granular vec-
tor vec(C9") the Eq. (5) is equivalent to fuzzy matrix Eq. (6).

00204 07 [« 120 + 1241+ ae,, (24 — 24p)
08 0 0 04| |22 100+ 124+ ae,, (24 — 24p) ©
06 0 0 02| |29 | = [100 4 11p+ ae,,(22 — 22u)

00608 0 | |« 160 + 1641 + (e, (32 — 3211)

where i, Qeyy, Qeyyy Olgy s Qeyy € [0,1]
The solution to Eq. (6) is a multidimensional information granule of the form

(7).
?1 (1 Qeyy s Qleygs Qlegy s Qleyy ) = 250 + 250 + (=600, + 1100, )(1 — p)
gl (1 Qeyy s Oy s Qleyy s Qleyy ) = —400 — 404 + (=240, + 1600, ) (1 — 1) (7)
x£172 (1 Qeyy s Oy s Qlegy s Qleyy ) = 500 + 50p + (1800, — 80are,, )(1 — 1)
'r£2]2 (M Qcyyy Qeqgy ey s O4622) = —250 — 20,“ + (180&621 220@012)(1 - :u)

It is easy to show that the obtained granular solution (7) satisfies the system
of Eq. (4). Substituting the solution (7) into the matrix Eq. (4) we have:
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I — [_12 0.2 } |:37!1]I(/% Oeyy s Oleyys Oeyy s Olesy ) x?;(ﬂ,a6117a012va621a0‘622)]
0.8 —1.2| [ @51 (ft, Qeyys Qs Qegys Veny) T (1 ey Qeyys Ay s V)

'7’“(1]714 (pﬁ Ay Oy Xegy s asz) l,glyg (M? Qeyyy Mgy Qegy s 04022) 1.2 06:|
291 (1 Qeyy s Qeyys Qleny s Qleny ) T (1 Qeyy s Qeyys Qogy s Qe ) | [ 0.4 1.2
120+ 120 + acy, (24 — 24p) 100 + 11p + .y, (22 — 22u)

100 + 124 + ey, (24 — 24p) 160 + 164 + ey, (32 — 32/1)}
(120 + 124,144 — 124) (100 + 11p, 122 — 11,0] _R
(100 + 124,124 — 12p) (160 4 164,192 — 164) a

The span of the multidimensional granule of solution (7) in the form of matrix
with fuzzy numbers is presented in Eq. (8), and also shown n Fig.1, where
ey = { ey Qeryy Ay, Qeyy }» and p, ae,; € 10, 1]

[Hi(w!ﬁ:(ﬂa acij)) Hii(l’?;(,u, acm)):l — |:JEJ1L1 ‘%?2]
Hf (xgl(u7acij)) Hi (152(“7@61‘]‘)) 1’51 ng (8)
[ (190 4 854,360 — 85u) (420 + 130p, 680 — 1304)

= | (=640 + 2001, —240 — 2007) (—470 + 2004, —70 — 2004)

1 Toy @ 11 Z12
T I/ v|_‘l T T ‘l. T T T
/ \\ S .’\‘
- / S .
0.75+ \ | . B
rooNG !
/ 5 : I
3 05} / A\ [ i
/ \ [
N I |
0.25 i P 1
/ : \ B ., \
/ \ K ! i
0 / fa Ly 4 { I \ L
N Q O & QN D O
FUS S DA TS & &
x

Fig. 1. Span of the multidimensional granule of solution (7).

The fuzzy numbers that are the result obtained in [2] are different from the
fuzzy numbers (8) (also shown in Fig.1). We will show that the solution in
[2] is incomplete (underestimated). Let us consider one of the infinitely many
solutions that can be generated from the multidimensional granule of solution
(7), obtained using horizontal membership functions.

Let us consider the solution located on the support of solution (7). Substi-
tuting the values 1 = a¢), = Qepy = Qeyy = Qey, = 0 with solution (7) we obtain
the exact single solution (9).

11 T12 _ 250 500 (9)
o1 T22 —400 —250
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Single solution (9) satisfies Sylvester matrix Eq. (4). Substituting (9) into
the left side of Eq. (4) gives us a matrix that is contained in the fuzzy matrix
C* that is the right side of Eq. (4). This substitution operation is shown below.

ol et B R B o ]

0.8 —1.2] [ —400 —250 | © | —400 —250 | | 0.4 1.2
120 100] _ ~
- {100 160} = Clumorey, =0, =00y, =00y, =0) = B

The exact single solution of (9) is not found in the solution given in Exam-
ple 4.3 in [2]. This proves that the solution given in [2] is incomplete.

Ezample 2. (Example 4.1 in [1]) Let us consider the fuzzy Sylvester matrix equa-
tion AX + XB = C*, € [0,1], (10).

o o 10 -1
10 T11 T12 T13 T11 T12 T13
11| | Zog T Gios | T | Foy g dmg | |0 F L

21 £22 L£23 21 £22 L£23 1 2 0 (10)

_ [(uﬂ—u) (—1+p,1—p) (1+M’3—M)}
(071 _:u) (071 _:U’) (2/1‘74_//')

Matrices A and —B do not share any eigenvalue, so the Sylvester Eq. (10) has
a unique solution. Using the Kronecker product’s notation and the vectorization
operator vec the Eq. (10) has a form of (11).

T

100 L1 [0 Lo ~ ]
010 ®[_11]+ 0-11 ®[01} vee(X) = vec(C*)  (11)
001 12 0
where
T11 (12— p)
T (0,1 —p)
v\ j12 1A (_1+M?1_M)
vee(X) = Fop ,vec(CH) = 0,1 ) € [0,1].
T13 (1443 —p)
T3 (20,4 — p)

With operation of Kronecker product and using a horizontal membership
function with variables 1, ac,,, Qery, Qeyys Qeyys Qenyy Qeyy € [0, 1] for the vector
vec(C") the Eq. (11) is equivalent to fuzzy matrix Eq. (12).

2 0 0010] [ wA ae, (2 —2u)

-12 000 1| 2% Oy, (1 — 1)

000 0020 [afh| | -14p+ac,2- 2 b
00 -100 2| |22 ey (1 — 1) (12)
-10 1010]| |2ff L4 g+ ey, (2 —20)

0 -1 01-11] |z 20 + Qleyy (4 — 3p)
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The solution to Eq. (12) is a multidimensional information granule of the
form (13).

1"!1];(#’ O‘Cij) =0.25 + 025:”‘ + (acll - O'5a612)(1 - ,LL)

23 (11, ey, ) = —0.3125 4 04375 + (0.25,, + 0.5a,, + 0.125a,,,
—0.2500,, — 0.50t¢,,) (1 — p)

Ii}; (Ma acij) = 175 + 075/J + (acu - 1'5a612 + aclS)(l - M)

95 (ps ac,;) = —1.6875 + 2.06251 + (—0.250c,, + 0.50c,, + 1.875a.,,  (13)
0750003, — 150, )(1 — ) + ey, (4 — —31)

x!IJS(Ma acij) =-05+ 05:u + aC12(1 - /u‘)

23 (1 e, ) = 0(.125 +>0-375u + (05000, — 0.750t¢,, + 05000y, + e,y )
. 1 —_ M

where e, = {0, Qeyyy Qeyss Qe s Qegys Ay} and p, e, € 10, 1]

It is easy to show that solution (13) satisfies fuzzy Sylvester matrix Eq. (10)
and its equivalent forms. The proof is analogous to that of Example 1, so we
leave it to the reader.

The span of the multidimensional solution granule (13) is presented in the
form of fuzzy numbers, formula (14) and graphically in Fig.2, where a.,,, 1 €
[0, 1].

[Hl(z‘{i(u, ae,)) K (@83 ac,)) Hl(xgw,%))} _
Hil(x‘gl (N” acij )) Hil(ng (Ma acij )) Hil(ngi (M, acij ))

_ .i'lfl fc’f2 .i'lfg, _ (—=0.25 +0.75p,1.25 — 0.75u)
o ‘%gl 5552 .%53 ~ | (—1.0625 4 0.6875u,0.5625 — 0.9375)
(0.25 4+ 2.250,4.75 — 2.251) (—0.5+0.54,0.5 — 0.5u)
(—4.1875 + 4.56251,4.6875 — 4.3125p) (0.125 + 1.1254,2.875 — 1.6251)
(1)
1 To1T13T02T11 To3 Z12
T T T ,‘\ T ) T / T T
0.75 - -
3 051 |
0.25 J

(V]
w
N
ot

Fig. 2. Span of the multidimensional granule of solution (13).

To compare the obtained solution (13) with the solution from Example 4.1
in [1] let us generate an exact single solution. The exact single solution (15) is
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the solution obtained from the multidimensional solution (13), lying on support
(1 = 0), for variables a,; = Qe = Qleys = Qleyy = Olegy = Oleyy = 0.

T9o1 T22 T23 —0.3125 —1.6875 0.875 (15)

|:I’11 T12 1’13:| _ |: 0.25 1.75 05:|
The exact single solution (15) satisfies Sylvester matrix Eq. (10), the calcu-
lations are below.

10 -1
0-11
12 0

I— 10 0.25 175 0.5 0.25 1.7 —-0.5
| —-11]||-0.3125 —1.6875 0.875 —0.3125 —1.6875 0.875

0-11
- |:0 0 0] - C(,u:acu:acn:aqa:acﬂ:0%22:@623:0) =R

Single solution (15) is not included in the result obtained in Example 4.1
in [1]. This proves that the result obtained in [1] is not a full solution of the
fuzzy Sylvester matrix Eq. (10).

4 Conclusions

The article presents an algorithm for calculating the solution of the FSME.
The algorithm uses the horizontal membership function of the fuzzy set. The
obtained solution of the FSME is a multidimensional information granule from
which any single exact solution can be determined. The presented examples show
that using the information granule, a solution can be generated that is not found
in the results obtained by other methods from the cited articles. Application of
the algorithm with HMF gives a full solution of the FSME.
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Abstract. When an operational parameter presents extremely high variability,
uncertainty becomes extreme. Long-tail probability distributions can be used to
model such uncertainty. We present a queuing system in which extreme uncer-
tainty is modelled using long-tail probability distributions. There have been many
queuing analyses for a single server queue fed by an M/G/traffic process, in which
G is a Pareto distribution, that focus on certain limiting conditions. In this paper,
we present a mathematical model to solve an infinite queuing system with one
server where the inter-arrival time between jobs follows a Pareto probability dis-
tribution with shape parameter o and a scale parameter A. The system service
time is also a Pareto probability distribution with shape parameter B and scale
parameter B. We call this the P/P/1 queuing model.

Keywords: Extreme uncertainty - Pareto queues - long-tails

1 Introduction

When an operational parameter presents extremely high variability, uncertainty becomes
extreme. Long-tail probability distributions can be used to model such uncertainty. Many
real-world systems exhibit extreme variability, where rare but significant events dominate
system behaviour. Earthquakes, wildfires, and floods follow long-tailed distributions,
with unpredictable inter-arrival times and durations. Similar patterns appear in network
traffic, where bursts of data cause congestion, and in financial markets, where sudden
crashes disrupt stability. Cybersecurity threats and human communication also display
heavy-tailed activity, making prediction and management challenging.

This paper models a P/P/1 queuing system, where both inter-arrival and service times
follow Pareto distributions, capturing extreme uncertainty. We provide mathematical
formulations and simulations to analyse the system’s behaviour, offering insights relevant
to telecommunications, disaster response, and computational workload management.
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In this paper we will discuss a queuing system with the following characteristics:

— The inter-arrival time between jobs has a Pareto probability distribution with shape
parameter o and a scale parameter A.

— The service time has a Pareto probability distribution with shape parameter 3 and
scale parameter B.

— The queue is infinite.

— There is only one server.

We will call this the P/P/1 queuing system.

The probability distribution for random variable that represents the inter-arrivals time
is defined by the Pareto I probability distribution with shape parameter o, and location
parameter A:

@) = a(%)ﬂx*l, with E[f] = Of‘TAl. The corresponding survival function is:

St = 1 — F(t) = G)_ (1)

The probability distribution for the service time is also distributed as a Pareto 1
random variable with § as shape parameter and B as scale parameter.

g = ﬂ(é)fﬂ ! with E (1] = %. The corresponding survival function is:

AP
Z)=1—-F@) = (E) ()

2 Previous Work

Many simulation studies have been undertaken to evaluate the performance of queueing
systems with heavy-tail distributed inter-arrival times, execution times and transfer times.
In this section, we review some of the most relevant work in this area, focusing on studies
that have used the Pareto distribution to model heavy-tailed distributions.

Fischer and Cart [1] studied the properties and use of the Pareto distribution to
model a M/Pareto/1 queue and a Pareto/M/1 queue. They showed that both systems
can be used to model the transmission of information in a network, with the former
being more suitable for switched networks and the latter being more suitable for packet
transmission.

To overcome the difficulties of simulating systems with heavy-tailed distributions,
Argibay Losada et al. [2] proposed a method to speed up simulations. They used M/G/1
systems as workbenches and showed that their method could significantly reduce the
simulation time. Gross et al. [3] investigated the difficulties of simulating queues with
Pareto service. They considered truncated Pareto service and showed that it can lead
to significant errors in the estimation of queue performance. Koh and Kim [4] studied
the queue performance of Pareto/M/1/k using simulations. They investigated the queue
behaviour with Pareto inter-arrival distribution and showed that the asymptotic and exact
loss probabilities can be significantly different.
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Fischer et al. [5] studied the one-parameter, two-parameter, and three-parameter
Pareto distributions. They showed that the two-parameter Pareto distribution can resultin
lower congestion than the one-parameter Pareto distribution. Inmaculada et al. [6] derived
estimators for the truncated Pareto distribution. They also investigated the distribution
properties and illustrated its applicability in practice. Albrecher et al. [7] investigates
parameter estimation for tempered Pareto-type distribution tempered with a general
Weibull distribution in risk management and insurance, offering improved methods for
parameter estimation.

Recent studies have further explored the impact of heavy-tailed distributions on
queuing systems. Jiang et al. [8] quantified the efficiency of parallelism in systems
prone to failures and exhibiting power law processing delays and channel availability.
They characterized the performance of redundant and split parallelism schemes in terms
of the power law exponent and delay distribution tail asymptotics.

Building on these results, we model both service times and arrival times as Pareto
random variables, without truncation, and derive exact and asymptotic queuing behaviour
models for a single server and investigate the resulting probability distributions.

3 Modelling Heavy Tails

A heavy-tailed distribution is a distribution, for which the tail is heavier than any expo-
nential tail. In this distribution, the probability of observing a value far from the median
is greater than it would be in the normal distribution. That is, the probability of extreme
values is non-negligible.

More precisely, a distribution of a random variable X with function f, and cumulative
function

F(x) = P[X =x],

where P[X] is the corresponding probability density function, is said to be heavy right
tailed if lim e%*F(x) = oo, for any ¢ > 0. It tends to have infinite moments, such as
X—> 00

infinite variance [9].

Note, that a moment is infinite, if the integral that defines the statistical moment
converges too slowly to be integrated (divergent), therefore, the moment does not exist.
Since, a heavy-tailed distribution is also a long-tailed distribution, it follows that

. . . Fx+1)

lim P[X > x+t|X > x] = 1, or, equivalently, lim —— =1, forany ¢ > 0.

X—>00 x—=o00  F(x)

Intuitively, equation states that if x exceeds some large value, then it is equally likely
that it will exceed an even larger value as well. For our problem domain, it means that if
the system executing a task spends large amount of time, probably it will spend longer
time to complete it [10].

3.1 Probability Distribution of Jobs on System

Let us start by investigating the probability that certain time lag, say the inter-arrival time
(but it could also have been the execution time) will persist further into the future less
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than At units of time given the fact that we know it will persist more than t time units.
Assume At < 1, thus there cannot happen more than one event in A¢. Also, assume
that the time is discrete, and the time slot is the smallest time interval considered in the
system, for instance, seconds.

In other words, we wish to find out P[t <t + At|t > <t]. For a Pareto

rv., Plt<t+At] = 1-— (%At)_a. Pt > 1] = (%)_a. Now, the probability

Plt <t+ Atandt > 1] = (&) 7" —(TEA) ™"
(ﬁ)fa_(rt“At

Therefore, Plt <t+ At|lt > 1] = % =1- (1 + %)_a' We

A
observe that the corresponding survival function ¥ (At) = Pt > 7 + At|t > 1] =
(1 + %) ~%isaLomax probability distribution, for which a power series approximation

exists. Also, Yser(AD) = (1 + %)_ﬁ for the service time.

Since A is the minimum time for ¢, let us fix T as A for inter-arrival times and B for
service times, to address the general cases, as in any given moment an event will always
have existed for at least A (or B) units of time before persisting into the future.

Recall that ¢ = 1 +x+ 5+ + ... and that (1 +x)? = 1 4px+ 2202 ¢
In a Markovian queueing system with survival probability F(f) = e *2" =1 — A At +
M — ..., we approximate P[Noevent] = P[At > t] &~ | — LAt, and under the
assumption that only one event can occur in the period At, P[One event] = P[t < 1] &~
AAL[11].

Similarly, with Pareto times:

A\ aAt
P[Noevent] = P[At > t]= |14+ — ~1— 3)
A A
and
A\ aAt
P[Oneevent] = P[At <t]=1—-(1+ - A " (4)

Now we solve the state probabilities for the queueing system. Let p; (), the probability
that there are i jobs at time ¢. Then,

a At BAt
pot+ Aty =po)|(1— — | +p1(O)| ——
A B
This means that there are two ways in which there could be zero jobs on the system,
either o job arrived (and no jobs left) or there was one job and then it finished and left.
With some algebra:
’%W =po(% +p1 (t)%, assuming stationary and steady state probabilities

% =0, then

=200
Pl()—IB_APO()

For one job we have:

aAt BAt a At BAt
p1(t + A1) =PO(I)T +P2(f)? +P1(I)<1 - T)(l - ?>
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Since At is so small, and there cannot happen more than one event in such small
period, all powers of At vanish:

_ aB 2
pa(t) = <,3_A> po(t)

And in general,

o= (22" 5
pn()_<,3_A> po(t) (5)

By calling p = g—f and we find that p, = p"pg. Also,

o0 _ o0 n _ 1 _ B B
anopn = anop Po —P0<—1 — p) = 1, wefindthatpy =1 — p.

Therefore, the number of jobs on a Pareto queuing system still follows a geometric

probability distribution p,, = p" (1 — p). Then.
— > n _ — P
Em =), jne"(1=p) =1

A result supported by Whitt [12]. Nevertheless, for a heavy-tailed random variable
we find that the probability of no event happening in a very small At interval is almost
one, as events tend heavily to persist into the future, or pg & 1. Thus empirically, a closer
approximation for the expected number of jobs on the system might be (called P/P/1
Series model):

0

Efn = —"
ATy

(6)

And the pdf is closer to p, = p"
Now let us explore the probability distribution of the residence time or system time,
the time a job stays on the system from entering until it has been served and then exits.

3.2 Probability Distribution of System Time of M/M/1 Queue

Let us review first the Markovian case. Let us call fy(¢) the probability distribution
of the time a job stays on the system when there are no other jobs on the system,
that is, the execution time. Assume all execution times are i.i.d. random variables with
fo(t) = pe M . If there is one job on the system when a new job arrives, then the time the
arriving job stays on the system is the execution time of both jobs, that is, the addition
of two exponentially distributed random variables. Then, the probability distribution of
the system time of one job when there is one other job already in the system is [11]:

t

t
f@) = / Jol@)fo(t — a)da = / pe Hene MmN g = e
0 0
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Following on that:

! M3t26—ut
L@ = / fil)fo(t —a)da = —
0
And in general
n+14n ,—put
Ja() = % Jx(?) is then the probability distribution of the system time when

there are n jobs on the system. Recall that p, is the probability that there are n jobs on
queue. Therefore, the probability distribution of the system time of any arriving job is
(with p = 1),

I

f = %j:OPrJn(t)

n+1ln ,—ut
@& =320 pafa(t) =320 p"(1 = P)% = (u —A)e” M and
E[t] =Y 20 t(n — Me” HMidr = ﬁ

(7

What are the probability distributions of the number of jobs in the system and the total
system time when execution times and the inter arrival times are Pareto distributed ran-
dom variables? Firstly, we will answer that question for self-similar variables. Secondly,
for regular Pareto random variables.

3.3 Self-similarity and Heavy-Tails

Now, we describe how heavy-tails can cause self-similarity (fractal behaviour), and long-
range dependence. Let us first assume that we deal with polynomial decay of the tail
of the probability distribution, and use the Pareto Distribution as an example of heavy
tailed distribution [13]:

P[X > x] =x"“L(x),

where @ = 1/y is an inverse of the extreme value index y. L is a slow varying function

. . . . L(yx)
at infinity, that is xll>nolo 100

In non-self-similar data, the average of a series of samples tends to the population
mean, as the number of samples increases [11]. That is:

PLI_IH}O%,Z;lel = u] =1, where u = E[X;], Var[%Z?ZIX,-] = (’72, and o is the
standard deviation of the population.

The latter means that deviations of the sample mean with respect to the popula-
tion mean decay proportionally to the size of the sample. Hence, as we aggregate data
averaging larger collections, the averages become smoother, approaching the sample
mean.

In [14], it is shown that in self-similar data something different happens:
Var[%Z;l:lXi] = o2n79, where o < 1. Hence, the sample mean converges to the
population mean much slower. This implies that, with non-negligible probability, the
execution time of a collection of jobs can be much larger or much smaller than the
execution time computed using population mean. There is a non-negligible probability

=1, forx > 0.
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Original

Original
——1stAvg 25 ¢
— = 1st A
---- 2ndAvg stAvg
---- 2ndA
——3rdAvg 20 . ndAve

3rd Avg

Fig. 1. Aggregation of self-similar data Fig. 2. Aggregation of non-self-similar data
(Pareto distribution). Average does not smooth (exponential distribution). Average is
smoothed

of having a exceedingly long runtime to solve the tasks, considerably longer than the
population mean. It can create the self-similar profile shown in Figs. 1, 2.

There are several, not equivalent, definitions of self-similarity. The standard
one states that a continuous-time process ¥ = {Y(¢),t > 0} is self-similar (with
self-similarity or Hurst parameter H), if it satisfies the condition [15]:

Y(t) =a Y (ar),¥t,Va> 0,and 0.5<H < 1 (8)

where the equality means that the expressions have equivalent probability distribution.

A process satisfying Eq. (8) can never really be stationary one as it requires that
Y(t) = Y(at), (or rather the distribution of {Y (¢ + s) — Y (¢)} does not depend on ).
As we show bellow, in our application, this does not hold, so we assume that Y (¢) has
stationary increments. Let us t = 1 and a = ¢ in Eq. (1), thus,

Y(t) ==Y(1),Vt,05 <H < 1.
Notice also, that Eq. (8) in the context of time series analysis implies that [15,16]:
w0 =) i=1"X @) =n"X(1) ©)

where the equality represents equality in probability distribution and z,(¢) is the
accumulation process for n jobs execution time.

We assume z;(¢) to be the service time for any job, that is, fo(t) = f(z1(2)) is
the probability distribution of the wait when there is no job been serviced when the
new job arrives. That is that wait time is only the service time for the new job, and
Ju(®) = f(2n41(1)). Then the probability distribution of the wait time is:

FO =" pafult) (10)
With

Fo® =F @1 (0) = 0+ DPf (21(0)) Y
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3.4 Using Fractional Differentiation to Find the Probability Distribution
of Service Time

Where f (z,,()) is the probability distribution of the system time when there are n jobs on
the system and f (z;(#)) is the probability distribution of the system time when there is
only one job on the system, or the execution time for one job (a presumably long-tailed
pdf). Thus, the probability distribution for system time is:

FO = "pafa® =D _(n+ DI @@)p"

n=0 n=0

f@&)y=f@@) ) (+1"p"

n=0

Recall from fractional differentiation that:

d%x* k!
Al Xk (12)
dx® k —a)!
Now, we use Stirling’s approximation:
k! kke=k/2T1k Kk o[k
= = e
k—a)  (k—a)f % t=) Tk —a) (k—a)™ k—a
Fork > «,
kk _
= ( - g) (k —a)* ~ e"k*
(k _ a)k—a k
With,
k
~1
k—a
Therefore,
d%x* k!
X k—a — eakae—a(l)xk—a — kaxk—a (13)

e k-l

Since k > « is not our case, we will test the accuracy of the previous approximation

fork = —1 and o = 1, since ‘1;"1_1 = —L Thatis:
X X
dex' ' K dea_ (DY (DY
@~ dx  (k—a) (—1—1)! (—2)!

—17! —1 4,/0.5
= meil —(.)Ciz) = - = —1.0405)(72 ~ —xfz
— e

) =
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Or a 4% error. Now with « = H, and k = —1, and considering the chain rule for
differentiation, we find:

a1\ d? 1 (=D! e
%(1—51)_%(1_“) Sciomt Y g9

(=1 CH 1! al=H
= Ciom Y a—m V)~ oy
Therefore if,
(0.¢]
> =
n=0 —a
Then
dh S, dft
da - da\l—a
thus,
1-H
© JH n-H, 94
D ka A= a (14)
and,
X H n ~ #
Zn:()n P (1 _p)1+H (15)

Then, the probability distribution of the system time is:

FO =F@@) Y+ D" p"

n=0
With
Yot =% = =
n=0 j=1 L
Then,
F = (r))(%(*)
IRV AN
_ _ f@i®)
_f(t) - (1 _p)1+H
Consequently,
Elf] = Elz1(1)]

(1- p)l+H
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If z1 (#) is has Pareto pdf then,
BB

Elf] = (16)
(B -1 —p)'*H
Since Little’s Law indicates that:
E[t] = E[n]E[arr time] = (E[n] + 1)E[ser time] (17
Then it follows that E[n] = m —1
Therefore (called P/P/1 Fracl model),
Eple — L 1A= 1-d-(+Hp) _ A+H)p
(1—pt (1 —pt (1—pt (1—pt
(18)

4 Modelling Sum of Pareto Random Variables

The central limit theorem (CLT) states that, under appropriate conditions, the distribution
of a normalized version of the sample mean converges to a standard normal distribution.
In the same manner, the addition of random variables with a-stable (long-tailed probabil-
ity distribution), when normalized, approaches a well-defined stable limiting distribution
which depends on a or 3 [17]. This will allow us to derive a quasi-asymptotic model for
our queuing system.

The Generalized Central Limit Theorem states that the properly normalized sum
Sp = Zﬁvzi of many i.i.d. Pareto r.v.s may be approximated by a stable distribution:

Sy—b
lim P| =— < ¢ | = Fp(x) (19)
n—00 =z

nfCg

In (14) Fg(x) is a stable distribution with index. The normalization coefficient is:

Cp = [F(l _ oz)cos(%o‘)]mg (20)

The shift coefficient is:

by, = 2L

4.1 Tail Asymptotic of Heavy-Tail Sums

According to Zaliapin et al. [ 18] an approximation for the upper quantiles can be obtained
by noticing that the tail 1 — Fg(x) of a stable distribution has a simple asymptotic:

B Fay — B
lim (1= Fg) = ¢, 7.
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More plainly with r.v.s with Pareto distribution:

—p
—b
lim P[S, > ¢] = 6 = (‘p : ”) — n(p — by P (22)
n—oo nﬁ
And thus,

P[S, =] =np(t — by) P~ (23)

B
Recall that (1 4+ x)? ~ 14px. Also, (a — b)~# = a—ﬁ(l + g) ~ a—ﬁ<1 + %)
Therefore,
(B+Dnp

PLSy =11 = nB(t — bp) P~L ~ npr=F~1 (1 + (ﬂt”) =npr P! (1 + "ﬁ;ﬁ:;)) (24)

Therefore, the probability distribution for system time is:

F@O = pufa@) =Y puP[Sus1 = 1]

n=0 n=0
:oo . 1 —ﬁ—1<1 (n+1),8(/3+1))
,;op( p)(n+ DBt G- D
=(1—,0),3l_ﬁ_1|:2,0"(n+1)+ﬂ(ﬁ 5 Z( +1)%p }
n=0 n=0
4 1 BB+D [ p+1
o] ()
G ey IS A ST RS
a1 1 ﬂ(ﬂ+1)( p+1>]
= gt 1 25
o= gy Y s \a— o2 23)

And by the Pareto scaling, if y = Ax, then E [y] = AE[x], we have (P/P/1 Par Sum):

i B +/3(/3+1)(1+p)}
(A=pB-1  (B-1)1-p)?

E[t{]=B (26)

5 Results and Discussion

To validate the models, a discrete event simulation was carried out. The inter-arrival
time of each job is Pareto I probability distribution with shape parameter «, and location

parameter A, f () = a(%)_a_l. For the simulation, @ = 1.7 and A = 1.77059, which

makes the mean inter-arrival time of E[arrtime] = A = 4.3. The probability distribution
for the service time is also distributed as a Pareto I random variable with 8 as shape
parameter and B as scale parameter, g(t) = (l’—;)ﬂ8 ~! For the simulation, 8 = 1.8 and
B = 1.51111, which makes the mean service time of E[servtime] = S = 3.4. Each run
consisted of one single batch of 1,000,000 arrivals, with the results shown in Table 1.
Performance measures of Table 1 were estimated using observed value means allowing
for transient period.
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Simulation results yield a value of W = E[t] = 74.99923 with standard deviation

of 46.5673, and value of L = E[n] = 17.75728 with standard deviation of 10.68285.
Results for M/G/1 model are also shown.

Table 1. Comparing the average with derived models

Sim M/M/1 | P/P/1 P/P/1 Fracl | P/P/1 Par Sum M/G/1
Series
S aB aB aB S
Isq- N BA BA BA n
E L LA | (_(U+Hp \g B P22
o H=h (1-p)* ((lfp)HH) T—0)(F—D 20—p)
E[t] Bl [B+Datp | |p
(B—D(1-p)?
Eq. £ b (1+H)p B 2 202
P 1—- _\+H T—p)(B—1 A
E[n] (1=p) (1=p) 5 +(ﬂ(ﬁ+ff(]+)p) ) +
(B—D(1—p)? ﬁ
p 0.787431 | 0.806037 | 0.790697 | 0.790697 0.790698 0.790698
E[t] | 74.99923 |17.52916 | 77.612345 | 64.738760 | 405.389135 51.262932
E[n] | 17.75728 | 4.155635 | 18.049383 | 15.055525 | 94.2765432 11921612

6 Discussion

In Table 1 we can see that Eq. (6)
Eq. (1 8)
is the best appr0x1mat10n, closely followed by the P/P/1 Fracl model.

It is also interesting to note that the performance of the well-known M/G/1 model is
much better than the M/M/1 as simulation results give L = E[n] = 17.76, with M/M/1
estimating L = E[n] = 4.16 and M/G/1 estimating L = E[n] = 11.93, a much better
result.

Also, even though at first it appears that the P/P/1 Par Sum is way off, with a result
of L = E[n] = 94.28, it is important to remember that it is an asymptotic model. In
fact, the average maximum queue length observed, that is, maximum congestion, is
Lyax = 1,121.4 jobs, with an all-simulations maximum of 3,438. These extremely large
values result from rare, but high-impact events of extremely high service times. In these
extreme cases, P/P/1 Par Sum model would yield better results.

)2 , gives the best approximation to E[n] whereas

A gives the best approx1mat10n to E[t], meaning that model P/P/1 Series

7 Conclusion

The P/P/1 queueing system is a powerful tool for modelling a wide variety of real-world
systems. In this paper, we have shown how the P/P/1 queue can be used to model systems
with high variability in the inter-arrival and service times. Our results show that the P/P/1
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Series model can accurately predict the mean number of jobs in the system and the mean
residence time. This model assumes that the probability of no event happening in a very
small Az is almost one, as events tend heavily to persist into the future. This assumption is
supported by our simulation results, which show that the P/P/1 Series model can closely
approximate the mean number of jobs in the system and the mean residence time. We also
find that the P/P/1 Fracl model is also a close match with simulation results, although is
fall short in estimating some parameters. Interestingly, the P/P/1 Par Sum model models
better conditions in which there is congestion because the occurrence exceedingly large
service time rare event.

We identify as current limitations of our work that the simulation assumes infinite
queue capacity, which may not hold in real-world systems with finite resources. Also,
the models rely on the assumption of steady-state conditions, which may not be valid
during transient phases or under extreme variability.

Future research could explore extending this model to multi-server systems or incor-
porating additional real-world factors, such as varying service rates or priority queues.
Also, our work will focus on the use of the P/P/1 Series model to model other real-world
systems. And the use of different simulation techniques to improve the accuracy.
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Abstract. This article examines recent advancements in the use of Artificial Intel-
ligence (AI) for automation and robotics, highlighting efficiency gains across sec-
tors. It reviews key trends, including robotic process automation in different areas
and compares Al implementation frameworks such as MLOps and DevOps. The
study presents educational approaches to teaching automation at Warsaw Uni-
versity of Technology, detailing project structures, tools and practical outcomes.
Quantitative results on time savings are discussed in relation to existing research.
The paper concludes with insights on incorporating Al into education to better
prepare students for the digital future.
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1 Introduction

The rapid advancement of automation technologies and Artificial Intelligence (AI) has
fundamentally transformed various industries, streamlining processes and increasing
operational efficiency. The integration of Al into process automation has enabled busi-
nesses to optimize workflows, reduce human intervention, and enhance accuracy across a
range of applications, from manufacturing to financial services. The growing reliance on
Al-driven automation has raised critical questions about how these technologies should
be studied in academic settings to prepare future professionals for the evolving digital
landscape.

This study explores best practices in teaching digitization and process automation,
with a particular focus on the educational methodologies, which are in-use at Warsaw
University of Technology. By comparing Low/Zero-Code platforms with traditional
programming methods, the study aims to assess the effectiveness of different teaching
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approaches in equipping students with the necessary skills for Al-driven automation. As
organizations increasingly adopt Al-based solutions, there is a growing demand for pro-
fessionals who can efficiently implement and manage automation tools. Understanding
the most effective ways to teach these skills is essential for shaping the workforce of the
future.

A central objective of this study is to evaluate the effectiveness of Low/Zero-Code
platforms compared to traditional programming in teaching automation and digitization.
Low-Code platforms offer a visual, user-friendly interface that enables rapid application
development with minimal coding expertise, making them highly accessible for non-
programmers. Conversely, traditional programming methods require in-depth coding
knowledge and offer greater flexibility in developing complex automation solutions.
Understanding the trade-offs between these approaches is crucial for designing effective
educational curricula.

This research provides an in-depth case study of Warsaw University of Technology’s
approach to teaching digitization and process automation. The curriculum incorporates
various automation frameworks, including DevOps and MLOps, to give students a com-
prehensive understanding of Al-driven automation. The study outlines project structures,
tools used, and practical implementations, including screenshots of student-developed
automation workflows. By analyzing real-world applications of Al in automation edu-
cation, the research offers valuable insights into best practices for integrating these
technologies into academic programs. Moreover, the study highlights the importance of
standardization and best practices in automation education. Beyond merely replacing
human labor, automation involves optimizing workflows, implementing templates, and
ensuring interoperability between different systems. By leveraging Al and automation
frameworks, educational institutions can equip students with the competencies required
for the digital age.

2 Literature Review

Previous studies have demonstrated that Low-Code platforms significantly reduce devel-
opment time compared to traditional programming [1]. Our research builds on these find-
ings by quantifying the time saved in learning automation concepts through Low-Code
tools versus conventional coding methods. Preliminary results suggest that Low-Code
learning is 232% faster than traditional programming, facilitating quicker upskilling and
adoption of automation technologies. However, despite these advantages, we assume that
Low/Zero Code approaches still require supplementation with traditional programming
for more advanced and customized automation solutions.

Despite these advancements, a major challenge remains the effective training of pro-
fessionals who can develop, manage, and optimize Al-driven automation tools. Research
by KPMG indicates that only 51% of companies provide adequate training in automa-
tion technologies, leading to inefficiencies and suboptimal utilization of Al capabilities
[2]. This gap underscores the importance of educational programs that offer practical,
hands-on training in process automation, preparing students to meet industry demands.
Al-powered automation has been widely adopted across industries, particularly in fields
such as healthcare, finance, and logistics, where machine learning (ML) models and
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robotic process automation (RPA) systems play a crucial role. Notably, methodologies
like DevOps and MLOps have emerged as key frameworks for managing the lifecycle of
Al-based automation solutions. Companies such as Mayo Clinic successfully integrate
DevOps and MLOps principles to enhance Al-driven decision-making, demonstrating
the impact of structured automation practices on organizational efficiency [3].

Using Low-Code platforms, process automation and robotization enables the rapid
creation of efficient and scalable solutions [4]. Low-code programming (LCP) is an
approach to software development that minimizes the need for manual coding by using
visual tools, abstraction models, and methods of programming by examples and natu-
ral language programming (NLP). The faster pace of application delivery using Low-
Code platforms is confirmed by research. Software development using Low-Code is
approximately three times faster than using traditional coding methods [1]. Research
conducted by Richardson and Rymer [5] showed that Low-Code development platforms
can help accelerate enterprise development and application delivery by 5 to 10 times.
An important aspect, which became actual the past few years, is also Al-driven tools
usage to generate applications, analyze data, generate workflows and generate some rec-
ommendations for user [7]. Companies that use a structured approach to tool selection
achieve 65% higher implementation efficiency [13]. For example, Milky Way model
[20], which is an approach to analyzing and visualizing the entire organization on one
page, presents the relationships between business processes, applications in a holistic
and easy-to-understand way.

Rapid application development is not the only benefit of implementing Low-Code
platforms. Other benefits include enhanced scalability, reduced dependency on highly
specialized developers, and improved adaptability to business needs.

3 Methods and Methodology

Methods

In this study, we analyze the effectiveness of teaching digitalization by comparing two
approaches: Low/Zero Code platforms and traditional programming. First, we are going
to describing how we are teaching digitalization at Warsaw University of Technology
based on our 6 years of experience. We will present best practices, show what applications
we use, discuss the team work methods we teach, present analytical models used to
collect requirements for digitalization, sample diagrams, discuss the method used to
automate processes and tasks, and show how we do it using an example. Then, we will
define the learning outcomes and education time and compare them to the education of
programmers using classic languages such as Python.

Modern organizations must adapt to dynamic changes in the business environment,
and digital transformation has become a key element of company development strategies.
Digitization of operational processes allows companies to streamline operations, reduce
costs and increase flexibility. According to OutSystems research [6], companies can be
divided into six levels of digital maturity:

1. Unaware - 5% of companies, no digitalization activities;
2. Isolated initiatives - 19%), first experiments with digitalization;
3. Widespread digitalization - 17%, implementation of technologies in selected areas;
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4. Strategic digitalization - 31%, digital solutions key to business;

5. Integrated digitalization - 10%, full integration of IT systems;

6. Continuous innovation - 18%, digital companies, constantly implementing new
technologies.

The aim of the digitization project is not to create an application, but to provide a
solution that provides the organization with greater efficiency through process automa-
tion and better data availability, providing better customer experience and improving
cooperation between teams, which ultimately leads to increased competitiveness and
innovation of the company. This is achieving digital maturity level 4, 5, 6.

Over 6 years of conducting classes on enterprise digitization, acquiring new knowl-
edge and experience, the best practices used at the Warsaw University of Technology in
teaching enterprise digitization have been developed and listed below:

— Combining application development methods and team work management (MLOps,
DevOps);

— Using enterprise architecture for a comprehensive analysis of process digitization
needs;

— Using Low-Code platforms, process automation and robotization to quickly create
efficient and scalable solutions [4];

— Using Artificial Intelligence algorithms to generate applications, analyze data, gener-
ate workflows, generate recommendations for users and register data [7]. According
to KPMG, 88% of managers believe that the integration of Al with Low-Code has
huge potential [2];

— Replacing human work with the automation of processes and tasks.

According OutSystems research, 65% of enterprises need to implement at least 10
applications, and 23% need to implement more than 50 applications. Companies need
to implement 58% of these applications within 3—4 months and another 23% within 5—
6 months. Such a fast pace of application delivery is possible using Low-code platforms

[6].

Methodology

Low-code programming (LCP) is an approach to software development that minimizes
the need for manual coding by using visual tools, abstraction models, and methods
of programming by examples and natural language programming (NLP). Low-Code
supports digital transformation, helping to quickly reach the levels 4, 5, 6 of digital
maturity.

Analysis of 24 Low/Zero-code platforms identified those that incorporate Al tech-
nology into application generation, data analysis, workflow generation, user recommen-
dation generation, and data logging [1, 9-12]. A list of platforms implementing Al in at
least two areas, and extends them with qualifications according to the Gartner report, is
presented in Table 1 [9]. The table is based on the analysis mentioned above.

It should be also mentioned that although each of the applications listed in Table 1 is a
Low-Code application, in the Gartner matrix they are classified into different categories:
Robotic Process Automation, Low Code Application Platform, and Collaborative Work
Management.
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Table 1. Comparison of Low-Code Platforms

Low-code Generate Data Gener- Recommen- Gartner matrix
tools Apps Analysis  ate Work- dations
flow/code

Quickbase v v Niche players
OutSystems v v v v Leaders
Power Apps v v v Leaders
Appian v v Leaders
Servicenow v v Leaders
ClickUp v v v Visionaries
Make v v v Visionaries
Open Al v v v Visionaries

Faster pace of application delivery using Low-code platforms is confirmed by

research. Software development using Low-Code is about 3 times faster than using
traditional coding methods [1]. Research conducted by Richardson and Rymer showed
that low-code development platforms can help accelerate enterprise development and
application delivery by 5 to 10 times [5]. Rapid application development is not the only
benefit resulting from the implementation of low-code platforms. Other benefits [1, 2,
8] include:

81% of companies consider low-code development as key to their digital strategy,
66% of companies consider this technology as key to accelerating innovation and
digital transformation;

53% of companies notice improved operational efficiency;

51% of companies report improved employee productivity;

42% of companies indicate reduced software development costs;

91% of managers consider scalability as a key feature of low-code platforms;

42% of companies consider security risks to be the biggest;

439% of European companies indicate limited customization possibilities, while in the
US only 32% of companies;

38% of companies see the risk of uncontrolled implementation of low-code
applications without IT oversight (development in the shadow of IT)

Insufficient training leads to ineffective use of these technologies. Only 51% of
companies train employees.

Companies that use a structured approach to tool selection achieve 65% higher

implementation efficiency [13]. When selecting tools, it is important to consider:

Scalability — can Al, Zero/Low Code tools, automation tools grow with the company?
Integration — do the tools work together and with existing infrastructure?

Security — do the tools meet data protection standards?

Cost of implementation and maintenance — what are the long-term expenses?
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Due to the above criteria, ClickUp (Zero Code Platform), OpenAl (construction and
training of Al models) and Make, used to automate and robotize processes and integrate
all tools in the organization and build Al Agents, were selected to conduct classes on
digitization at the Warsaw University of Technology.

Modern organizations, such as Mayo Clinic [3], combine the DevOps approach
(agile management of software development and operations) with MLOps (lifecycle
management of machine learning models) to effectively automate and integrate Al in
everyday work. These experiences allow us to formulate key factors for the success of
implementing Al-based process automation [3]:

e Application development by employees. This rapid development of Al at Mayo Clinic
was the result of decentralizing application implementation and moving it to a place
where people best understand the specifics of their work and know how to improve
value delivery. The experience of Low-Code platform partners shows that delivering
solutions in weekly cycles is effective [23]. Such teams should work agilely to obtain
feedback and improve processes and algorithms (MLOps) every week.

e Support teams. In order for the adopted DevOps model to work and develop oper-
ations, support teams are also needed. The role of support teams is to help value
stream delivery teams (DevOps) acquire missing capabilities (including knowledge,
algorithms, legal regulations) through training, consultations and implementation of
good practices. These can be internal or external teams.

e A team-providing infrastructure has been created. The role of this team is to reduce
the cognitive load of value stream delivery teams. Low/No-Code programming plat-
forms authorized by IT staff can help solve the risk associated with development in
the shadow of the IT department. Users can build the solutions they need on plat-
forms without constantly disturbing IT staff. The IT department controls data and
applications, ensuring security and privacy.

e Data quality management. A key element of effective automation using Al is taking
care of data quality. Algorithms provide only as good results as the quality of the input
data. Mayo Clinic uses a “data stewardship” approach, for preparing data for analysis.
In order to constantly improve data quality management processes, teams should do
it in a continuous mode, i.e. work agilely. Then they introduce improvements every
week.

At Warsaw University of Technology, students learn these methods in the context
of a team approach to implementing automation and Al models, which reflects the real
needs of the industry.

4 Results and Analysis of the Results

Enterprise Architecture (EA) management is a key aspect of IT strategy that allows
organizations to better align technologies with business goals. There are several popular
frameworks that help design, implement, and manage organizational architecture: Lean
EA, Capstera, Gartner EA, TOGAF, Zachman Framework, FEAF and DODAF.

Table 2 [14-16, 18, 19] presents a comparison of the most popular architectural
frameworks, their advantages and applications, and support for DevOps and MLOps. A
rating of 0 indicates no support, 3 indicates full support.
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Table 2. Comparison of architecture frameworks in the context of their applications, advantages,
and support for DevOps and MLOps

Framework | Application Advantages DevOps support | MLOps
support
Lean EA Startups, Tech The most agile 3 3
Companies, Digital approach, supports
Transformation Al and iterative
changes
Capstera Combining IT and Modular approach. |3 2
business, e.g. fintech | Strategy and IT.
Value streams,
adaptation to
changes. Ready
models
Gartner EA | Connecting IT and Focus on business 3 2
Business: value, flexible
Organizations approach
Implementing Cloud
and Al
TOGAF Large corporations Process structure, 2 1
broad industry
support
Zachman Organizations with a | Comprehensive 1 0
Framework | strong hierarchy analysis of IT
structure
FEAF Public institutions, Process 0 0
administration standardization,
regulatory
compliance
DODAF Defense Sector, Interoperability, 0 0

Cybersecurity

process control

Since the key success factors for implementing Al-based process automation are the
implementation of DevOps and MLOps [3], the best choices of architectural frameworks
are Lean EA, Capstera, and Gartner EA. At the Warsaw University of Technology,
students learn Lean EA and Capstera.

Using the Capster architectural framework allows you to define the structure of
creating digitalization requirements. Based on the architectural framework [17], you
can define models that are used at the Warsaw University of Technology in the process
of learning digitalization:

e Strategic context — describes the vision, mission, strategies (increasing efficiency,
development through innovation, new business models), business motivation of
stakeholders, metrics and initiatives necessary to implement the company’s strategy.
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e Milky Way model [20] — this is an approach to analyzing and visualizing the entire
organization on one page. It presents the relationships between business processes,
applications in a holistic and easy-to-understand way. Building the model begins with
creating a diagram with the value stream delivered as part of the Customer Journey.
The map is divided into sectors: marketing and sales, service execution, after-sales
service, management, product development. Business capabilities (processes, people,
data and applications) should be placed in each sector. Then, you need to visualize
the information flows between business capabilities (process-process, application-
application and human-application). Finally, it is worth adding important elements
from the Customer Journey (touchpoints, applications). The map can be made at
various levels of detail of business capabilities and connections between business
capabilities.

e Business services digitization — this is a model based on the Use Case model. At the
center of the model is an actor (customer or partner), who uses business services. Each
service is delivered by business processes (Milky Way model), which are supported by
application services and applications. One application can deliver many application
services. The model also shows the integrations between applications that need to be
automated. This model is the basis for process digitization and defining functional
requirements for applications.

e Strategic plan for business capability development — no company has an unlimited
budget or time to digitize and standardize all processes at once. The key to success
is wise prioritization. Some business capabilities determine competitiveness — they
should be the most innovative and digitally advanced (product development, sales).
Business capabilities that do not create a competitive advantage, but are essential for
the smooth operation of the business should be digitized and optimized to work faster
and more efficiently. Capabilities that do not create value — it is better to outsource
them to external suppliers.

e Business capability maturity assessment — the model divides business capabilities
into management, core and supporting. It presents an assessment of the business and
technological maturity of each business capability. The model is needed to describe
the required changes that must be made to increase the level of maturity of the business
capability in the area of people, processes, and applications.

e Change roadmap — based on the capability assessment, you can plan the implemen-
tation of changes. This will be helped by organizing around the value stream and
assigning changes to the subsequent stages of the stream of competencies, processes,
applications. At each stage of value creation, teams can deliver solutions working in
DevOps and MLOps.

e Data presentation — views, reports, Kanban boards, lists, dashboards help visualize
data or the effects of process implementation. Users define the way of presenting data
needed to implement the process and to make decisions.

Table 3 [13] shows what results can be achieved by automating tasks, processes
and decision-making processes. ROI analysis will allow you to estimate the return on
investment in automation in the enterprise.

Digital transformation requires rethinking traditional enterprise architecture frame-
works. The framework of the future must be able to [14]:
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Core Application

Key Benefits

Implementation
Results

Category
of automation

Email Systems

Startups, Tech
Companies, Digital

The most agile approach,
supports Al and iterative

Task

Transformation changes
Meeting Combining IT and Modular approach. Task, decision
Management business, e.g. fintech Strategy and IT. Value
streams, adaptation to
changes. Ready models
Document Connecting IT and Focus on business value, | Task
Processing Business: flexible approach
Organizations
Implementing Cloud
and Al
Customer Large corporations Process structure, broad Process, decision
Support industry support
Administrative Organizations with a Comprehensive analysis | Task, decision
Work/decision strong hierarchy of IT structure

Robotic Process
Automation

Defense Sector,
Cybersecurity

Interoperability, process
control

Process

— integrate digital technologies with business processes and models;

— support a customer-centric approach and create value for the customer;

— enable rapid innovation and the ability to quickly respond to market changes and
implement changes agilely;

— support DevOps, MLOps, service-oriented architecture (SOA), and micro services

[3].

The result of developing the architecture is knowledge about the priorities of pro-
cesses for digitalization, planning the necessary changes in people, processes and appli-

cations and the way of implementing the functional requirements of the application. It
is also knowledge about process automation and integration between applications and
processes.

Each process consists of tasks that provide a business service. Tasks flow through
subsequent process stages, which are handled by departments and within them by specific
business roles. This section discusses how to automate processes, tasks, and decision-
making using AT Agents and standardize processes and tasks. There are 5-step procedure
for building AI Agents, which can be used during classes [21].

1. Defining the goal. The basic question in the automation process is which processes
to automate? They are could be email systems, meeting management, document
processing, etc. [13].
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2. Technology selection. Using Low-Code platforms, platforms for process automation
and robotization, and Al algorithms allows for the quick creation of efficient and
scalable solutions [4]. The aforementioned solutions are used to build Al Agents. In
the process of teaching digitalization at the Warsaw University of Technology, Make,
OpenAl, Click Up software is used. The above-mentioned tools enable the creation
of various Al Agent architectures: rule-based, using machine learning, and hybrid.

3. Al training. Using the organization’s knowledge to train the model. An example of an
AT Agentin a hybrid architecture is the automation of the service’s mailbox. It uses Al
to analyze the content of the email, categorize it, recognize sentiment, and prepare a
response to the customer in the case of various scenarios. This programming is done
through demonstration. The rules, on the other hand, are used to take appropriate
actions such as sending a confirmation, rejecting the report, handling a repeat message
for the report, creating a new report. If the AI Agent’s operation is to show the results
of its work to the user, then a user interface (chat, application form) should be created.
For example, when handling a service box, the user interface will be a list of service
requests and the ability for the service technician to handle these requests on the
Kanban board.

4. Integration with other systems. Process flow digitization involves the integration of
various applications or processes (business services digitization shown in the model).
This can be a continuation of the process on another team’s board (e.g. an order for
shipment appears in the logistics department after the service has performed a repair).
It can also be an import of leads from a Facebook ad or receiving/sending emails.

5. Testing and implementation — usability tests and performance optimization in
accordance with the MLOps model.

Standardization of processes and tasks is also an important element of work automa-
tion, which ensures high repeatability. New possibilities of standardization appear along
with new applications of Low/Zero Code [22]. How many times does each team cre-
ate the same tasks from scratch (e.g. webinar organization plan, employee onboarding,
recruitment)? Each time, employees define steps, assign responsible persons and esti-
mate time. It is a waste of energy and resources. In addition, it is enough to identify
repeatable processes (e.g. marketing campaign management). Then, processes should
be divided into tasks and subtasks (e.g. onboarding, recruitment, webinar organization).
Breaking down tasks into smaller subtasks will make it easier for employees to com-
plete and track them. Then, for each task, the time of execution should be estimated; a
responsible role and document templates (e.g. order, contract) should be assigned. Such
a standardized process or task can be saved as a reusable template. Such a template can
be automatically loaded when creating a new task, saving time each time the work is
defined (e.g. onboarding a newly hired employee).

Research question: Which method of teaching digitization is more effective in terms
of the time needed to acquire the knowledge necessary to perform process automation
tasks?

The subject of the study are digitization courses conducted using Low/Zero Code
and traditional methods. The subject of the study is the effectiveness of teaching digiti-
zation and the time needed to prepare for independent process automation measured by
achieving the following learning abilities:
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— to build DevOps teams, agile management of such a team and software development;
— to manage the MLOps machine learning lifecycle;

— to create a digitization architecture and analyze digitization needs;

— to build applications and standardize processes on the ClickUp platform;

— to integrate selected applications and automate tasks using the Make platform;

— to program Al Agents using the Make and OpenAl platforms.

A group of students of digitalization at the Warsaw University of Technology com-
pleted a course lasting 45 h of study (15 h of lectures, 15 h of exercises, and 15 h
of laboratory). After completing the course, students were ready to implement process
automation tasks, which they confirmed by performing a digitalization project and thus
confirming the achievement of learning outcomes. The second object of the study were
programming courses, the completion of which allows for the achievement of compara-
ble learning outcomes, but using traditional programming methods. In order to identify
them, a strategy of systematic search of available online courses was used, focusing on
programs with the shortest duration, which at the same time ensure the achievement of
all required competences. During the analysis, it was indicated that the following courses
(104.5 h) should be completed:

— Agile & DevOps Leadership — IC Agile Certification (16 h)
— AI Agent Design (15 h) — maven.com

— Business Architecture Training Program (4.5 h) — Capstera
— Automation Agent (9 h) — Bots and People

— Python Developer with Django (6 0 h) - Noble Desktop

In addition, it is important to highlight the following criteria were used to select
training companies:

— The company specializes in training topics and conducts training at various levels on
a given topic
— The shortest training that provides the expected learning outcomes was selected.

This study aimed to compare the effectiveness of teaching digitization and process
automation using Low/Zero-Code platforms and traditional programming methods. The
analysis also included the time needed to train a process automation specialist. The results
of the study clearly indicate that the Low/Zero-Code method is much more effective
in terms of learning and implementation time. Students of the Warsaw University of
Technology using Low-Code platforms achieved the required competences in 45 h, while
programmers learning traditional programming languages (e.g. Python) need 104.5 h to
acquire the same skills. This means that learning Low/Zero-Code was 232% faster.

5 Discussion

The use of Low/Zero-Code platforms allows for faster implementation of applications
and digitalization processes, which is also confirmed by previous studies. Previous
researchers showed that creating, testing and configuring software using Low-Code is 3
times faster than using traditional programming methods [1]. These results are consistent
with our findings - learning, digitization and automation of processes using Low-Code
is much more time-efficient.
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In the context of the labor market and education, the key question is, can Low-Code
replace traditional programming? Low-Code is an ideal tool for non-technical people
who want to implement digitalization in companies without the need for in-depth cod-
ing knowledge. By 2026, over 80% of Low-Code tool users will not have formal pro-
gramming education, which indicates the growing role of this technology in business.
Companies using Low-Code can respond faster to internal or market needs and deliver
solutions in a shorter time, which is key in the digital transformation strategy [9]. This is
confirmed by OutSystems data - 65% of companies have to implement at least 10 appli-
cations in 3—4 months, and 23% more than 50 applications in 5-6 months in a short time.
Companies at different levels of digital maturity can benefit from Low-Code, achieving
their goals. Companies at maturity level 3—4 (strategic digitalization, integrated digital-
ization) can accelerate the implementation of digitalization in key areas. Companies at
maturity level 5-6 (Continuous innovation) can use Low-Code in combination with Al
for automation and intelligent data management [6].

Traditional programming still has an advantage in flexibility and customization of
solutions - complex algorithms and application functions, large databases still require
coding. However, advanced Al models and machine learning algorithms can already be
delivered using Low/Zero Code tools, due to the possibility of using NLP.

Despite many advantages, Low-Code is not a perfect solution. KPMG reports that
42% of companies indicate security risks as a major problem, and 38% of companies
see the risk of so-called “shadow IT” - uncontrolled application deployment without
IT department supervision [2]. Therefore, although Low-Code is effective, it requires
appropriate supervision, integration with IT and care for security. The article indicates
how to solve these problems. The implementation of a DevOps team topology, which
is responsible for creating value (process automation using Al supported by MLOps),
support teams and platform delivery teams will certainly help in this.

6 Conclusions

Addressing the topic of the effectiveness of teaching process automation is an important
topic, which is confirmed by KPMG research in 2024 [2]. According to them, only 51%
of companies provide employees with appropriate training, which can lead to ineffective
use of this technology. Low-Code is much more time-efficient than traditional program-
ming, which is confirmed by both our research and previous [1]. Learning digitization
using Low-Code is 232% faster than traditional programming, which allows for faster
training of employees and implementation of digitization. Low-Code changes the way
digitization is taught - it allows for faster implementation of solutions, but still requires
supplementation with traditional programming for more complex projects.

We have shown that automation is not only about replacing human work with a
machine and Al algorithms. It is also about standardization and templates that speed
up the registration of tasks and the implementation of processes. Low-Code accelerates
digital transformation and is particularly valuable for companies at levels 4, 5 and 6
of digital maturity [6]. Low-Code has its limitations (security, IT control), but their
proper management (DevOps and MLOps team topologies) allows for the full use of the
potential of this technology.
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The results of this study point to several important areas for further researches:

1. Analysis of the long-term impact of Low/Zero Code education — future studies could
investigate how students use the acquired skills in professional practice and whether
Low/Zero Code technologies become a key element of their daily work.

2. Impact of Low-Code integration with Al — further experiments could investigate to
what extent Al tools such as LLM (e.g. OpenAl, Make) can improve the efficiency
of implementing digitization and automation in education and industry.

3. Comparison of different Low/Zero Code platforms — it is worth conducting a com-
parative analysis of different tools (e.g. ClickUp, OutSystems, Power Apps) in terms
of the efficiency of teaching and implementing automation.

4. Impact of Low-Code on employees’ soft skills — it is worth investigating whether
Low/Zero Code education supports the development of analytical skills, creativity
and teamwork in the context of managing digitization projects.

Low-Code and Al are the future of digitalization and process automation, allowing
for faster implementation of changes and increasing the efficiency of the organization.
However, their effective use requires an appropriate strategy, teamwork methods, meth-
ods of analyzing the needs of digitalization, training and tools that allow for the rapid
creation of applications and standardization of processes, automation of processes, tasks
and communication, as well as the use of Al algorithms based on NLP.
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As of 2023, digital transformation has significantly influenced multiple sec-
tors, including education. The integration of e-learning platforms, computational
tools, and digital resources has heightened the importance of usability and acces-
sibility in digital learning environments. This shift mirrors the trends observed
in e-commerce, where technological advancements and internet accessibility have
driven rapid expansion. Just as online sales redefine traditional shopping, digital
learning is transforming educational methodologies, requiring effective, engaging,
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penetration, widespread use of mobile devices, and advancements in cloud-based
learning systems and interactive simulations. However, accessibility remains a
major challenge: According to the WebAIM annual accessibility report, only 3%
of the 1.3 million analyzed websites meet the essential usability and readability
standards [2].

In computational science education, the design of graphical components,
including data visualizations, interactive models, and simulation tools, plays
a crucial role in knowledge delivery. However, balancing engagement and cog-
nitive load remains a challenge. Studies indicate that overly intense visuals can
cause cognitive overload, reduced retention, and decreased user experience, while
low-contrast designs may fail to effectively communicate key concepts [29].

The impact of visual intensity on user experience is particularly relevant in
digital education, where interface design directly affects student engagement and
knowledge retention. If critical content lacks sufficient emphasis, learners can
overlook essential information, reducing the effectiveness of digital platforms.
In contrast, excessive visual stimulation can lead to cognitive stress, making it
harder for students to focus and process information efficiently [27,28]. Overly
complex visuals can hinder comprehension, induce frustration, and negatively
impact learning [5], while insufficient visual emphasis can cause key content
to be ignored [4,11]. To optimize digital learning environments, developers must
balance contrast, layout, and interactivity to ensure that visual elements enhance
rather than obstruct comprehension and accessibility [36].

Although the WCAG [19] guidelines provide a framework for improving con-
tent visibility and accessibility, their adoption remains voluntary. As Fig. 1 illus-
trates, Case 1 represents overly intense contrast, causing irritation and cognitive
strain, while Case 2 demonstrates low contrast, leading to reduced visibility and
engagement. The goal is to establish Case 3, where contrast is both engaging and
comfortable, optimizing learning efficiency without inducing negative cognitive
effects.

This study examines whether high contrast alone is sufficient to ensure visibil-
ity and user-friendliness in digital learning environments. Specifically, we inves-
tigate whether WCAG [19] guidelines align with educational needs or if lower
contrast ratios could offer comparable visibility while reducing visual fatigue.
This article is a continuation of our previous work [21,22], in which we used
eye-tracking technology to analyze various types of user interfaces. Our main
contributions:

— Critical analysis of the applicability of WCAG [19] guidelines in educational
interface design.

— Discussion on the role of visual intrusiveness, emphasizing that contrast alone
does not determine usability.

— Empirical evidence showing that high contrast may improve visibility but
reduce user comfort, while lower contrast can enhance readability and cogni-
tive ease.

— Recommendations for color combinations that optimize both visibility and
user-friendliness, improving the effectiveness of digital learning materials.
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Fig. 1. A designer without support may choose colors that are either too high (Case
1) or too low (Case 2). Case 1 leads to overstimulation and irritation, while Case 2
results in reduced visibility and emotional impact. Our research aimed to develop Case
3 - a balanced approach ensuring user-friendliness, visibility, and contrast colors.

The paper is organized as follows. First, we introduce the state-of-the-art in
the Related Work section. The conceptual framework and subjective experiment
(which explains the subjective experimental procedure in detail) are presented
in the Methods section. The results and analyses can be found in the Results
section. A description of potential development directions concerning the state-
of-the-art can be found in the Discussion section.

2 Related Work

Most accessibility guidelines recommend a minimum contrast ratio to enhance
visibility, yet little attention is given to the potential drawbacks of excessive
contrast. Research indicates that extremely high contrast can negatively impact
reading experiences [20], causing visual discomfort and cognitive strain, par-
ticularly in educational contexts where students process large volumes of text
and visual information over extended periods. Experimental studies have shown
that a maximal contrast ratio of 21:1 is often perceived as intrusive and unfa-
vorable. At the same time, prolonged exposure to high-contrast interfaces can
reduce concentration, increase fatigue, and even lead to cybersickness [7,8]. In
contrast, insufficient contrast diminishes content visibility, hindering informa-
tion retention and accessibility. Both extremes—overly intense and insufficient
contrast—negatively affect user engagement, as illustrated in Fig. 1. To enhance
the effectiveness of graphical content in digital education, non-invasive attention-
guiding techniques can help direct learners’ focus toward key instructional ele-
ments [35]. Identifying entry points within an educational platform and high-
lighting salient areas improve user engagement and comprehension [24], while
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adapting the type, intensity, or frequency of visual stimuli mitigates habituation
effects [16]. A key strategy for optimizing educational visual content involves
using contrast-based color combinations that enhance readability and learning
outcomes [31], as contrast significantly influences cognitive processing and infor-
mation retention—critical factors in digital learning environments [30].

The Importance of Contrast in the Perception of Educational Content.
Contrast plays a crucial role in the visibility and clarity of educational materials,
directly impacting readability and comprehension [15]. Various contrast models,
such as Weber contrast [32], Michelson contrast [26], and RMS contrast [33], are
applied in different contexts, posing a challenge for instructional designers. To
ensure accessibility, this study follows the WCAG standard [19], which defines
contrast using ‘relative luminance,” a measure of brightness on a normalized
scale from 0 (black) to 1 (white). Evaluating different contrast configurations
helps identify combinations that enhance readability without causing strain.
Poor contrast selection can either lead to excessive visual fatigue or reduced
content visibility, hindering learning.

The Problem of Invasiveness in Educational Graphical Content. A
significant challenge in designing educational graphics is avoiding excessive inva-
siveness, which can disrupt the learning process. Inadequate color choices may
distract students, interrupt cognitive flow, and reduce focus, leading to frus-
tration and disengagement. According to [5,36], the overuse of highly intrusive
visual elements intended to capture attention is linked to declining learning effi-
ciency and student satisfaction. Previous research that has examined the effects
of intrusive elements on knowledge retention and cognitive load was investigated
in [9]. Metrics have been developed to assess the level of intrusiveness [12] and
have been applied in different educational contexts [25,36]. Beyond perceived
intrusiveness, frequent exposure to intense visual stimuli can lead to habituation
effects [18], where learners become desensitized to critical instructional graph-
ics. This outcome is counterproductive, as it reduces engagement and prevents
students from focusing on essential content. To foster an effective learning expe-
rience, designers must strike a balance between engaging graphical elements and
maintaining an optimal level of cognitive load, ensuring that visual materials
enhance rather than hinder comprehension.

Role of Color in Human Perception. Color plays a key role in human per-
ception, significantly influencing our emotions, decisions, and how we perceive
the world around us. Colors have the inherent ability to evoke a range of emo-
tions and psychological states. For instance, certain colors can increase heart
rate, elevate adrenaline levels, induce feelings of excitement or tranquility, stim-
ulate concentration, or improve mood [13]. The physiological and psychological
impacts of color are well-documented, illustrating how specific hues can affect
human behavior and emotional responses [10].
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Colors also play a crucial role in our ability to process information and
understand our surroundings. Bright and contrasting colors help in the faster
identification of objects, thereby improving readability and information reten-
tion. Studies have shown that using appropriate color contrasts can significantly
enhance the legibility of text and the efficiency of learning materials [14,34]. This
is particularly important in educational settings, where the effective use of color
can facilitate better learning outcomes and comprehension.

Taking the above, there arise the research questions regarding what level
of contrast in digital educational content elements attracts user attention with-
out negatively affecting user experience. How can the lowest possible contrast
be maintained while ensuring acceptable readability and user-friendliness? The
motivation for this study was the significant challenge of selecting appropriate
colors in educational environments, such as e-learning platforms and interac-
tive learning materials. Improper color choices can reduce the effectiveness of
information transfer and hinder the process of knowledge acquisition over time.

Therefore, we propose an approach that detects the optimal visual intensity,
ensuring user-friendly and well-visible messages. It is based on selecting con-
trast between primary and secondary colors, where the primary color remains
a fixed element of the visual message, and the secondary color serves as its
complementary counterpart. Primary and secondary colors may appear in the
background, images, pictograms, text, etc. The proposed approach allows for bal-
ancing user experience and visual intensity, which can support learning efficiency.
Proper color selection in educational interfaces can reduce cognitive fatigue and
enhance learning efficiency by optimally adjusting visual intensity to the user’s
level of engagement. The study results, presented in detail in the Results section,
demonstrate that it is possible to maintain low contrast while effectively deliv-
ering content in a user-friendly manner that supports the learning process.

3 Approach and Methodology

The authors confirm that all experiments followed the relevant guidelines and
regulations. All analyzed data were fully anonymized. Before the experiment, the
participants provided informed written consent to have data from the perceptual
experiment used in the investigation. Informed consent was obtained from all
participants.

Screening Observers. The observers may have reported implausible impres-
sion scores because they misunderstood the experiment instructions or did not
engage in the task and gave random answers. If the number of participants is
low, it is easy to spot unreliable observers by inspecting the plots. However,
when the number of observers is very high or it is difficult to examine the plots,
the ITU-R.REC.BT.500 [17] standard, Annex 2.3.1, provides a numerical screen-
ing procedure. We performed this procedure on our data and found that four
participants needed to be removed.
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Choice of Colors for the Experiment. Color theory provides essential prin-
ciples for design, including the color wheel, harmony, contrast, and contextual
application. In selecting colors for our experiment, we adhered to key guidelines:

— Limited color set (maximum of 10) to maintain user focus and experimental
consistency.

— Inclusion of neutral colors (white, black, gray) to balance saturated hues and
provide a stable background.

— Use of highly saturated colors to enhance visual attention, based on prior
research [6].

— Combination of warm and cool colors to explore their psychological impact.

Brightness and saturation variations were excluded, with all colors (except neu-
trals) set to 100% saturation, aligning with findings that users respond most
strongly to highly saturated colors in graphical user interfaces [6].

Analysis of digital educational design trends on platforms like awwwards.com
and colormatters.com highlights the increasing use of "Vibrant Colors Modulated
by Neutral"—bold, saturated colors for interactive elements balanced by neutral
tones for readability and engagement.

Our approach is based on the traditional color wheel, introduced by New-
ton (1666), which defines three primary colors (red, yellow, blue) and their
secondary mixtures (orange, green, purple). This principle guided our selec-
tion of nine colors for digital learning content: red, yellow, blue, orange, green,
purple, black, gray, and white. To ensure compatibility with digital displays
and optimize the educational experience, colors were defined in the RGB color
space—Red (255,0,0), Yellow (255,255,0), Blue (0,0,255), Orange (255,125,0),
Green (0,255,0), Violet (125,0,255), Black (0,0,0), Gray (145,145,145), and
White (255,255,255). These selections support contrast optimization, enhance
visual hierarchy, and improve readability, ultimately reducing cognitive load and
increasing accessibility in digital learning environments.

Contrast Calculation. WCAG 2.1 standard [19] defines two success criteria
for contrast levels in Guideline 1.4: Minimum contrast (AA level): At least 4.5:1
(or 3:1 for large text). Increased contrast (AAA level): At least 7:1 (or 4.5:1 for
large text).

Contrast is calculated numerically as a luminance ratio between two col-
ors, based on their RGB components. The process follows these steps: (Step
1) Measure the relative luminance of each letter (unless they are all uni-
form) using the formula L = 0.2126 - R + 0.7152 - G + 0.0722 - B where R,
G and B are defined as: if Rsrap < 0.03928 then R = Rspgp + 12.92 else
R = ((Rspap +0.055) +1.055)%4, if G rep < 0.03928 then G = G pop + 12.92
else G = ((Gsrgp+0.055)+1.055)%4, if Birgp < 0.03928 then B = B+sRGB+
12.92 else B = ((BsRGB + 0.055) - 1.055)2'4, and RsRGB, GsRGB7 and BsRGB
are defined as: Rsrap = Rspit ~255, Gsrap = Gspit ~255, Bsrap = Bspir ~255.
(Step 2) Measure the relative luminance of background pixels immediately next
to the letter using the same formula. (Step 3) Calculate the contrast ratio using
the following formula: (L1 + 0.05) =+ (L2 4 0.05) where L1 is the relative lumi-
nance of the lighter of the foreground or background colors, and L2 is the relative
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luminance of the darker of the foreground or background colors. (Step 4) Check
that the contrast ratio is equal to or greater than 7:1 It is also possible to use the
Color Contrast Analyser software recommended by the WCAG (https://www.
tpgi.com/color-contrast-checker).

To be able to compare results obtained for individual color pairs, data were
standardized and normalized to the whole space.

Ezxperimental Method. Our approach is based on perceptual experiments.
We introduced forced-choice metrics to identify colors that match in the most
noticeable way. In the following, we explain the procedure we used. In order by
the forced-choice pairwise comparison procedure, the observers are shown a pair
of images (of the same scene) corresponding to different conditions and are asked
to indicate the more eye-catching image. The question that was verified through
consultation with a psychologist was as follows: Choose the color composition
that you think attracts the people’s attention to the poster concerning the thing
you lost. It is easier for people to answer a natural question that does not require
additional knowledge. Observers are always forced to choose one image, even if
they see no difference between them (hence the name "forced choice"). There
is no time constraint within which one must make their decision. The method
is popular, but it is highly tedious if a large number of conditions need to be
compared. However, as reported in [23], it results in the smallest measurement
variance and thus produces the most accurate results.

Experimental Procedure. The observers were asked to read a written
instruction before every experiment. Following the recommendation ITU-
R.REC.BT.500 [17], the experiment started with a training session in which
observers familiarized themselves with the task, the interface, and the images
displayed. To ensure that observers fully attended the experiment, three ran-
dom trials were shown at the beginning of the main session without recording
the results. The images were displayed in random order and with different ran-
domizations for each session. Two consecutive trials showing the same test image
were avoided if possible. If possible, two consecutive trials showing a different
pair of pictograms with the same background were avoided. The experiment was
carried out with the use of an eye tracker; therefore, each experiment was pre-
ceded by the calibration of the eye tracker, after which the user could start the
experimental procedure.

4 Results and Analysis

The following section discusses the results of a perceptual experiment with the
main goal of analyzing human preferences more related to the contrast between
colors than the color itself. We want to identify the color connections that
humans pay the most attention to in a positive manner. The selected colors
should bring awareness to the content but without irritation or weariness. To
avoid ambiguities, we created a consistent naming convention for all subsequent
sections, described below.
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Characteristics of the Stimulus and Experiment Conditions. To find
the most eye-catching but user-friendly pairs of colors, 72 images were prepared
as follows: for each of the analyzed colors (black, gray, green, blue, violet, red,
orange, yellow, and white), one color was fixed as primary (and set as a back-
ground or a pictogram), and the second color for each generated pictogram was
chosen from the set of remaining colors and called the secondary color. We used
it as opposed to the primary color as a pictogram or a background, respectively.
Example images with a black primary color are shown in Fig.2. The images
had a rectangle shape in 1:2 proportions, allowing them to better fit the dis-
play resolution. They took up 40% of the full-screen surface. The object shapes
were picked such that they did not distract the user. Hence, we chose a regular
rectangle shape and the widely known e-mail icon. However, colors, not shapes,
were our primary focus. The choice of colors for the experiment is presented in
the Methods section.

HEEEEECIE
IR L B

Fig. 2. The example test images used in the experiment. In the figure, the images were
composed of a ’black’ color set as primary for the background (top row) and for the
pictogram (bottom row), and the remaining colors (blue, grey, green, orange, red, violet,
white, and yellow) were set as secondary colors. We assume that the effect of contrast
between two colors does not depend on whether they are used as the background or
pictogram.(Color figure online)

The experiment was carried out by 35 naive observers who were confirmed
to have normal or corrected-to-normal vision. The age of the observers ranged
between 20 and 68 years. For additional reliability, each observer repeated each
experiment three times, but no two repetitions took place on the same day in
order to reduce the learning effect. According to [23], collecting 3060 repetitions
per condition is sufficient. By condition, we understand that two matched colors
(pictogram and background) are represented by a pair of objects.

The images are shown on a 50% gray background, which has been recom-
mended by the International Color Consortium (https://www.color.org/) as a
background for comparing colors. The same background was used for the inter-
vals between displayed pairs of images. The mouse cursor was reset to a neutral
position after each trial. The experiment was conducted on an EIZO ColorEdge
CG220 22.2-inch display, calibrated using X-Rite il Publish Pro 2. For optimal
eye tracking, the distance from the participant’s eyes to the eye tracker was set
at 60 cm, as recommended by Tobii [1]. In the room, constant and uniform light-
ing conditions were ensured by using lamps with color temperature 5000 K (D50
standard). According to the International Color Consortium, the color observa-
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tion angle was 2°. Additionally, the surrounding light in the room was regularly
controlled using a Sekonic L-478DR light meter.

For comparison, only images with the same primary color were taken. This
enables reliable user comparisons, as introducing more than three colors (one
primary and two secondary) would make the experiment difficult to conduct or
even lead to inconsistent results.

User-Friendliness and Visibility Fvaluation with Rankings. To stabilize
the results between images given for the same primary color, the analysis was
performed on the scores that were computed for every primary color separately.
The votes received per image were first standarized. The higher the score value,
the more eye-catching and user-friendly the image. After standardization, the
data was normalized, allowing easier comparison of the results. The results for
every primary color are depicted in Fig. 3. Every plot contains the color ranking
arranged according to the four user-friendliness and visibility ranges: < 0;0.25),
< 0.25;0.5), < 0.5;0.75), and < 0.75; 1 >. To compare the results with the typical
approach given by the WCAG standard [19], contrast values were normalized as
well and are displayed for the same color pairs.

During the experiment, users evaluated the colors within nine primary col-
ors: black, gray, green, blue, violet, red, orange, yellow, and white. Each primary
color was fixed as a background or pictogram, as shown in Fig. 2. The goal was
to investigate whether a change (negative) in the primary color influences the
user assessment of user-friendliness and visibility. The analysis of the experiment
results showed that the users did not see much difference between the primary
color as a background and the primary color as a pictogram (the average differ-
ence between the user responses was 0.11). Therefore, the values can be averaged.
It can be assumed that we have primary and secondary colors, where the primary
color can be either a background or a pictogram.

The research procedure consisted of five steps. The first step was to carry out
the experiment with users according to the procedure described at the beginning
of this section. The experiment was carried out under controlled laboratory con-
ditions in a group of 41 users. Users were tasked with selecting color pairs that,
according to their perception, were more user-friendly and allowed them to eas-
ily read messages. The experiment was repeated three times for each user. The
collected data were subjected to statistical analysis, including standardization
and normalization. This enabled their comparison and drawing objective con-
clusions. Afterward, ColoUR DB was created. ColoUR DB contains data on user
preferences for user friendliness and visibility of primary and secondary colors.
In addition, the color contrast was calculated for each pair of colors according to
the WCAG [19] recommendation. The procedure for calculating the color con-
trast is described in the Methods section. ColoUR DB allows for grouping colors
regarding user-friendliness, visibility, and color contrast, creating a color ranking
within each primary color. The color ranking shows the user-friendliness, visibil-
ity, and contrast values that each color pair has achieved. Finally, we divided the
scores obtained from the experiment into 4 quartiles and performed statistical
analysis between them.
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Fig. 3. Color rankings for primary and secondary colors were based on ColoUR DB.
The figure presents results for nine tested colors: Black, Blue, Gray, Green, Orange,
Red, Violet, White, and Yellow, ranked by user-friendliness and visibility. Each graph
represents a single primary color, with secondary colors on the X-axis and normalized
experimental values on the Y-axis. Two plots are shown: (1) user-perceived friendli-
ness and visibility (pink) based on experiment data from the Results section, and (2)
contrast values (black) calculated according to WCAG [19] as detailed in the Methods

section.(Color figure online)

The color ranking (see Fig.3) is ordered by user-friendliness and visibility
based on user response. Results are presented for primary colors A through
I, linked to a set of secondary colors (X-axis). All data have been normalized
and divided into four ranges with division values 0, 0.25, 0.75, and 1 (Y axis).
In the range <0; 0.25), users rated pairs of primary and secondary colors as
the least user-friendly and visible. In the range <0.75; 1), users rated pairs of
primary and secondary colors as the most user-friendly and visible. Each pair
of primary and secondary colors has two values: user-friendliness and visibility
(pink plot) and contrast (black plot). Discrete values are connected by a line for
better data visualization. The ranking of user-friendly and visible colors does not
always match that of color contrast. Primary and secondary color pairs having
the highest contrast coefficients were not rated highest by users in terms of user-
friendliness and visibility: see Cases C, D, E, F, H, or I in Fig. 3. On the other
hand, primary and secondary color pairs with the lowest contrast coefficient
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reached a high level of user-friendliness and visibility, e.g., D: Green—White; A:
Black—Blue.

ColoUR Picker Tool and ColoUR DB. The research results were imple-
mented as a tool for designers—the ColoUR Picker Tool, an application that
runs in a web browser environment. The Chrome browser is recommended. The
ColoUR Picker Tool allows you to select primary and secondary colors from the
color wheel, set the primary color as a background or a pictogram, and visu-
alize the remaining colors as pictograms, background, or text. Figure4 shows
example screens and the sample selection process. The results are displayed to
the designer in the form of a color ranking and a user-friendliness, visibility,
and contrast index. The ColoUR, Picker Tool retrieves data from ColoUR DB
acquired earlier during the perceptual experiment. ColoUR DB contains 72 com-
binations of primary and secondary colors. There are two metrics for each color
pair: the contrast calculation and the user-friendliness with visibility from user
responses. Normalized data is displayed on a scale from 0 to 100% for each metric.
The ColoUR Picker Tool is available on Github—https://visual-communication.
github.io/ColoUR-Picker.

5 Discussion

The research confirms that it is possible to find color combinations that do
not necessarily have high contrast but still provide visibility and enhance
the user experience in digital educational content. The conducted experiment
allowed us to derive meaningful insights regarding color perception in learning
environments.

Among the best combinations in terms of user-friendliness and visibility, a
large number contain neutral colors. Surprisingly, user ratings were lower when
the secondary color was gray. In most cases, combinations featuring gray were
perceived as less user-friendly and less visible. Combinations of warm and cool
colors were deemed user-friendly and visible. For user-friendliness and visibility
ranges, primary and secondary color pairs, along with their reversed versions,
were identified. These findings suggest that these color pairs may be universally
applicable across different contexts of digital learning design.

The results indicate that visibility goals can be achieved along with user-
friendliness, even when using elements with moderate contrast. For selected color
pairs, even low to medium contrast resulted in a positive experience alongside
effective visual performance. Avoiding excessively high contrast is justified, as
previous research suggests that excessively strong contrasts may be perceived
as intrusive [20]. High contrast, particularly in prolonged reading or extended
interaction with content, may negatively impact the learning experience. User
interface elements should be highlighted to maintain visibility for interactions
lasting longer than 15min, as excessive contrast may lead to discomfort [§].
Additionally, reducing contrast while preserving informational clarity is crucial
in preventing cybersickness caused by extreme contrast levels [7].
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Fig. 4. The research findings are presented through the ColoUR Picker Tool. Users
select primary and secondary colors via a color wheel, with a graphical analysis shown
alongside. Rankings reflect user-friendliness and visibility, with pairs ordered accord-
ingly. The tool allows toggling the primary color between background and foreground.
Contrast (based on WCAG), user-friendliness, and visibility indices are displayed. Case
Study: (A) Choosing green as the primary color shows compatible pairs ranked by
user ratings, along with previews and metrics. The greenaASblue pair, for example,
received higher visibility ratings than contrast values alone suggest. (B) Switching the
view places green in the foreground, enabling comparison of how color roles affect
perception. (Color figure online)

Despite the practical applications of this study, certain limitations exist. The
primary constraint is that an extensive set of colors may lead to cognitive over-
load, making it difficult for users to objectively assess differences. The experi-
ment used a selection of 10 colors, which does not encompass the full spectrum
of colors used in digital educational design. However, the findings can be applied
to specific components that designers aim to highlight, such as icons, call-to-
action buttons, alerts, and visual cues in educational platforms. Future studies
could expand on this research by incorporating colors with varying saturation
and brightness levels, broadening the scope of applicable design principles. Addi-
tionally, this experiment used images and pictograms, which prevented testing
of text readability. Future research should consider text-based assessments to
further refine these findings.
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Research Application. The findings of this research can be applied to a wide
range of digital educational materials, including graphical user interfaces for
web-based learning, desktop and mobile applications, printed and digital instruc-
tional materials, and visual communication elements in e-learning environments.
Designers working on digital education projects often face the challenge of choos-
ing color schemes that both attract attention to key content areas and ensure
user-friendliness, visibility, and aesthetic coherence. Use cases in digital learning
environments include:

— A learning platform’s design constraints may require the use of a specific
accent color, such as blue. When designing text and menu icons, a designer
can set blue as the primary color and use this research to select an optimal
secondary color that enhances readability and user experience.

— Instructional banners and visual messages often use high-contrast colors, such
as red, which may be overwhelming. Designers can select red as a primary
color and pair it with a secondary color that enhances visibility while reducing
contrast intensity, making the message more readable and user-friendly.

— In brand guidelines for e-learning content, logos, and graphical elements are
often presented in multiple color variations. Designers can use these findings
to select background colors that complement a primary logo color, such as
choosing suitable secondary colors for a violet primary logo. Additionally,
they can analyze how logo colors appear in negative versions and assess their
visibility and user-friendliness.

— The insights from this study can also be applied to designing progress indica-
tors in educational platforms. Color-coded feedback can enhance motivation
by visually representing achievements, such as progress bars, skill levels, or
reward systems. In gamification elements, selecting user-friendly yet engaging
color combinations can improve user engagement, guiding learners through
tasks and fostering a sense of accomplishment.

6 Conclusions and Future Work

The study confirmed that effective visibility and user-friendliness in digital edu-
cational materials can be achieved even with moderate contrast. Designers may
deliberately avoid excessively high contrast, as it can negatively impact user
comfort during prolonged learning sessions. Future research should encompass a
broader color spectrum, including varying levels of saturation and brightness, as
well as a more nuanced analysis of contrast in relation to specific content types
- particularly text-heavy interfaces. This includes evaluating contrast in terms
of text readability and prolonged exposure to textual content. Further experi-
ments should also consider diverse usage contexts, including the needs of users
with color vision deficiencies, and environments such as mobile applications,
augmented reality, and interactive e-learning modules.
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Abstract. Designing modern systems requires technical knowledge and sustain-
ability competencies from engineers, as almost every system or product designed
has a sustainability impact. This gained additional significance after adopting the
Sustainability Development Goals in 2015 and their subsequent integration into
the activities of enterprises and other entities and the products and services they
offer. For this reason, the study’s main goal was to determine the role of sustain-
ability competences in activities performed by systems engineers. Sustainability
competences and systems engineering competencies were analyzed. A significant
overlap in many areas was found. Subsequently, the perception of these com-
petencies by representatives of enterprises was examined. The results indicate
that system engineers’ perception of sustainability competences is not uniform,
particularly depending on the size of the enterprise and position in the company
hierarchy. Engineering team leaders and management pay more attention to soft
skills. The study’s results may help understand the relationships between compe-
tencies, support the development of HR processes, and entities offering training
programs for employees at different career stages.

Keywords: Sustainability Competences - Systems Engineering Competencies -
IT Engineers Career

1 Introduction

In an era where sustainability is becoming a critical differentiator, information technol-
ogy (IT) systems engineers who implement computational science results and possess
these sustainability competences (SC) might enhance their value and enable their organi-
zations to remain competitive, responsible, and innovative [3]. Sustainability is a broad
concept that includes environmental protection along with social and economic aspects,
aiming to meet the needs of current and future generations without depleting natural
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systems [5]. It involves managing interconnected elements like energy efficiency [31],
resource use, and carbon footprint [35], which is challenging, especially in complex
engineering IT projects [38] or interdisciplinary projects to support the achievement of
the Sustainable Development Goals (SDGs) [2].

This study directly links sustainability to characteristics that integrate environmental
considerations across the entire product and system lifecycle. Designing and offering sus-
tainable products and acting sustainably enable companies to advance in their markets.
For example, sustainability is becoming a key criterion in supplier selection within global
markets. With increasing emphasis on sustainable development, systems engineers are
uniquely positioned to embed sustainability principles throughout the product lifecycle
[14]. They coordinate cross-functional inputs, align technical requirements with sustain-
ability goals, and ensure environmental, economic, and social impacts are considered at
every stage. A systems thinking approach is increasingly necessary to address sustain-
ability challenges, combining environmental, financial, and social objectives. Designers
must integrate sustainability factors throughout the lifecycle [19]. Systems engineers,
who connect the entire design and development process, need sustainability compe-
tencies and technical and project management skills. There is no universally accepted
set of sustainability competencies (SC) for systems engineering education. The lack of
standardized SC leads to diverse approaches [23, 29, 38], often failing to meet modern
job market demands and sustainable development challenges [30]. Additionally, there is
a limited understanding of how specific SC translates into organizational benefits, hin-
dering the identification of training needs and the development of appropriate education
programs [4, 29]. IT systems engineers require technical skills in computational science
and systems design, along with competencies in sustainability, project management, and
interdisciplinary collaboration. Balancing these areas poses significant educational and
practical challenges [29].

This article identifies and analyzes sustainability-related skills critical for IT systems
engineers to contribute effectively to sustainable development. It explores how incorpo-
rating sustainability competencies improves IT system design, optimizes resource effi-
ciency, reduces environmental impact, and supports sustainable development principles.
The study examines how these skills influence daily work, professional development,
and competency management. In-depth interviews investigated awareness of sustainabil-
ity competencies and their impact on IT systems engineers’ evaluation, compensation,
and promotion from personal and organizational perspectives. Publications on “systems
engineering competencies” (SEC) in Scopus date back to 2005, when MITRE Corpo-
ration discussed building SEC through on-the-job activities while enhancing systems
engineering training programs [39]. The topic has been widely discussed in academia
and industry [18, 20]. Several authors emphasized embedding SEC in engineering edu-
cation curricula [12, 28, 37, 41]. [40] presented a methodology to improve feedback
between employers and education institutions. [13] addressed SEC self-improvement,
and a self-assessment tool was validated by [6]. Defense departments widely use com-
petence models in systems engineering. For instance, the Australian DoD developed a
portfolio of 30 competencies [15], and the US DoD created a model with 44 competencies
[42,43]. The International Council on Systems Engineering (INCOSE) comprehensively



The Role of Sustainability Competences for IT Systems Engineers

271

categorized and defined SEC into five categories: core, professional, management, tech-
nical, and integrating, with 36 detailed competencies. Each competency is described
by levels of possession (awareness, supervised practitioner, practitioner, lead practi-
tioner, expert) [16]. [18] introduced “Retirement” as a technical competency area. The
framework applies to human resource management as outlined in the INCOSE Systems
Engineering Handbook [17], encompassing recruitment, worker appraisals, promotions,
compensation decisions, and training requirements. The framework has been success-
fully implemented across industries [11]. SEC considered in this research are detailed
in [16] (see Table 1 for an extract).

Table 1. Systems Engineering Competencies based on [16].

Set of competencies

Description

Key Aspects

Core Systems
Engineering

Utilization of systems thinking,
lifecycle management, capability
engineering, critical thinking, as
well as systems modeling and
analysis during system design
and development

Systems approach, systems
modeling, lifecycle

Professional

Utilization and establishment of
behavioral competencies in the
human resources domain,
including communications,
ethics, technical leadership, team
dynamics management,
coaching, and mentoring

Team management, ethics,
communication

Technical

Engineering activities covered
from the requirement definition
through design, verification, and
validation, as well as after
transition operation and support
and at the end of system
retirement

Requirement management,
system architecting, interface
management, verification, and
validation

Systems Engineering
Management

Systems Engineering activities
focused on planning, monitoring
and control, decision
management, business and
enterprise integration,
information management, and
configuration management

Planning, monitoring and
control, information management

Integrating

Incorporating project
management, finance, logistics,
and quality management into
engineering activities

Project management, quality
management
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Table 2. Sustainability Competences based on [27].

Competence Description Key Aspects

Systems Thinking Understanding complex Comprehension,
interactions within systems verification, systems
across various domains and modeling

scales, emphasizing key
dynamics, feedback loops, and
systemic impacts

Interdisciplinary Work

Utilization and integration of
diverse disciplinary knowledge
and methods to solve complex
problems, emphasizing
collaborative problem-solving

Knowledge evaluation,
interdisciplinary
integration

Anticipatory Thinking

Proactive envisioning of future
scenarios and their implications,
applying principles such as the
precautionary approach to
manage potential risks and
changes

Future scenario planning,
risk assessment,
precautionary measures

Justice, Responsibility, and
Ethics

Emphasis on ethical conduct,
justice, and responsibility,
focusing on the impact of actions
on social and ecological systems,
and the negotiation and
reconciliation of diverse values
and goals

Ethical integrity, social
justice, responsibility for
actions

Critical Thinking and Analysis

Examination and questioning of
existing norms and opinions,
along with reflection on personal
values and an understanding of
alternative viewpoints

Norm evaluation,
self-reflection, external
perspective analysis

Interpersonal Relations and
Collaboration

Skills in participatory
problem-solving and project
collaboration, using effective
communication, negotiation, and
leadership abilities

Teamwork,
communication, leadership

Empathy and Change of
Perspective

Identification with and
sensitivity to the needs and
perspectives of others, fostering
an environment where diverse
opinions are valued and
integrated

Compassion, empathy,
diversity acceptance

(continued)
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Table 2. (continued)

Competence Description Key Aspects
Communication and Use of Effective intercultural Media literacy, digital
Media communication and judicious communication efficiency

use of information and
communication technologies,
with a focus on critical media

evaluation

Strategic Action Strategic design and execution of | Project management,
sustainable projects and strategic planning,
initiatives, focusing on leadership

leadership, risk management,
and organizational control

Personal Involvement Active engagement in Self-motivation, initiative,
sustainability efforts, marked by | continuous learning

a willingness to innovate and
self-motivate, coupled with a
commitment to continuous
personal and professional

development

Assessment and Evaluation Creation of standards for Independent evaluation,
assessing and evaluating projects | standards development,
or policies, ensuring conflict management

independence from conflicts of
interest and adaptability in the
face of uncertain information

Tolerance for Ambiguity and | Effective management of Ambiguity management,
Uncertainty ambiguity in decision-making resilience in uncertainty
processes, maintaining resilience
and adaptability in situations
involving conflicting goals,
uncertainties, or setbacks

SC are widely examined in academic literature on education for sustainable devel-
opment. Works [1, 7, 32] define key sustainability competences and explore how higher
education fosters them. A detailed picture emerges of the nature of these competences,
their interrelationships, and methodologies for analysis. [32] highlights competences like
critical thinking, systemic thinking, and normative skills, essential for engaging with the
complexity of sustainable development. [7] builds a framework using qualitative and
quantitative methods to assess how these competences interconnect, showing how their
synergy enhances educational programs. The aggregation of research findings on SC was
expanded by [1], identifying key competences recognized across studies and analyzing
their interrelations. This review links theoretical constructs to empirical findings [3, 44,
45]. [25] summarized SC studies, synthesizing works from [22, 34, 44] and proposing 12
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competences (Table 2). The discussion included teaching specific competences through
particular pedagogical approaches [24, 26]. These competences, validated in interna-
tional contexts, serve as a solid foundation for empirical studies and were referenced in
this paper [27].

2 Methodological Approach

A research strategy of theory building from multiple cases [8], particularly using struc-
tured multiple case study, was adopted [46], focusing on a few selected cases rather
than many. This research strategy provides several methodological benefits [9]. First,
it allows for a more in-depth and comprehensive analysis of each case, enabling the
researcher to understand the specific contexts and nuances of the phenomenon being
studied [36]. Furthermore, focusing on fewer cases can enhance the reliability and con-
textual richness of the findings. Fewer cases emphasize understanding specific local
conditions, which can lead to more credible insights [10]. This is particularly important
in qualitative research, where the value often lies in capturing the depth and complex-
ity of individual cases rather than aiming for broad generalizations. Another significant
advantage of focusing on fewer cases is its utility in theory building. As [8] argues, a
smaller sample size enables a more iterative data collection and analysis process, which
is conducive to developing theoretical frameworks. This process helps balance between
detailed case-specific analysis and drawing broader theoretical insights.

This qualitative and exploratory research aims to generate hypotheses for broader
quantitative studies. Researchers selected enterprises familiar with systems engineering
and willing to participate in interviews, indicating some knowledge of sustainability. Par-
ticipants and cases were chosen from current and former members of the Polish Chapter
of INCOSE, representing various industries (Table 3) but focusing on embedded systems
development or IT systems to ensure a wide perspective for future considerations. Unlike
studies involving numerous cases that simplify analysis for generalization, a limited num-
ber of cases allows preserving each context’s complexity and specific traits. [36] this
approach yields more meaningful conclusions by integrating contextual insights without
losing individual case details. Systems engineering focuses on technical and organiza-
tional aspects. IT system engineers naturally prioritize technological advancements and,
even without explicit recognition of Industry 4.0 policies, are generally familiar with
the latest technologies driving this paradigm. However, their understanding of Industry
5.0 pillars—such as human-centricity, resilience, and sustainability—remains uncertain.
For a successful transition to Industry 5.0, system engineers must play a crucial organi-
zational role, recognizing how decisions in the engineering process impact these pillars.
This paper examines whether system engineers are prepared for the 15.0 era, focusing
on the sustainability competencies (SC) expected of them. Figure 1 depicts a three-step
methodology.

First, the study examined whether prominent approaches to defining SC and SEC
in IT and computational science contexts are consistent or differ. This was achieved
through secondary data analysis conducted by domain experts during a Focus Group
Interview (FGI). Three experts participated: one specializing in systems engineering, one
in sustainability, and one with expertise in both areas. All experts had both academic and
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Table 3. Sample.

Industry Company Size Level of responders
Automotive Large Manager of SE
Automotive Large System Engineer
Automotive Middle-sized Engineering Director
Aviation Large System Engineer
Energy Large System Engineer
Space Middle-sized Manager of SE
Project Phases Research Tasks Outputs
Phase 1 Adopting a set of Adopting a set of systems
Comparing sustainability competences engineering competencies
sets of
sustainability N
Matrix of
and systems inabl
engineering Mapping sustainability competencies vs systems Sustainability
. . . . competences and
competencies engineering competencies by Expert Panel (FGI)
SE Competencies

Phase 2
In-field
research

Phase 3
Defining the
role of the

4

\/—

Defining semi-structured questionnaire

Semi-structured
questionnaire for

|

IDIs

Individual in-depth interviews

\/—

Analysis of the IDIs results

Role of the

|

sustainability
competences for

sustainability
competencies
for systems

Synthesis of the research results and definition of the role
of the sustainability competencies for systems engineers

systems
engineers

engineers

Fig. 1. Research procedure

industrial experience. The secondary data included the systems engineering competency
framework provided by the International Council of Systems Engineering [16] and a
synthesized list of SC [26, 27]. A 2-dimensional matrix was created to compare the lists
and assess how SC are recognized within systems engineering frameworks developed
by professionals. Rows represented SEC, and columns SC. The matrix used symbols to
indicate the degree of alignment: ‘+++ for full coverage, ‘++’ for significant overlap,
and ‘+’ for partial overlap. This analysis’s results informed the questionnaire’s scope
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used in the next research phase. The second phase consisted of IDIs using a semi-
structured questionnaire to gather the required data. Six respondents were interviewed,
representing the automotive, aviation, space, and energy industries. Two respondents
were involved in civil and defense projects. Five respondents were from engineering
centers of large multinational companies in Poland, with extensive experience in systems
engineering, embedded systems, and/or IT systems. Five were current or former members
of INCOSE. Two respondents managed IT systems engineering teams. The interviews
aimed to determine whether sustainability competencies are practically considered for
IT systems engineers.

3 Results

The FGI and IDIs results provided material to analyze SC’s role in systems engi-
neers’ daily work and development. This section presents a harmonized SEC framework,
including SC, through a coverage matrix. SEC from the INCOSE handbook [17] were
compared to SC [27]. Seeking stronger alignment of engineering education with the
UN’s SDGs, the notion of “global competence” has drawn growing attention, focusing
on how engineers develop it, especially regarding sustainability goals. Section 1 dis-
cusses global competence for engineers concerning the SDGs. [35] presented the first
attempts to integrate SDGs into engineering education, based on a logical framework.
[21] advocate a design-based approach to enhance global competence in four areas:
institutional frameworks, institutional diversity, competence training, and assessment.
Figure 2 shows the results of the SC and SEC mapping. The Core SE Principles and
Professional Competencies overlap with all SC. Professional Competencies correlate
with extrospective-social and introspective-personal competences, while the Core SE
Principles correlate with cogitative-processual competences, notably “systems think-
ing,” which also correlates with several Technical Competencies (left of the V-model).
There is a notable lack of correlations between SC and SE Management or Integrat-
ing Competencies. During the FGI, experts stressed the importance of HR processes
(recruitment, evaluation, compensation, promotion), which influenced the questionnaire
scope for the IDIs. Six interviews were conducted (three online). Their synthetic results,
expanded in the discussion, show all respondents were aware of sustainability topics
and recognized that organizations, including systems engineers, take them into account.
Sustainability is often viewed through environmental protection. In large companies,
formal sustainability policies are managed at the highest level, while in medium-sized
companies, such policies also exist but are developed and maintained more ad hoc.

According to all respondents, sustainability-related competences are perceived as
additional, while the key ones are the so-called technical competencies needed for sys-
tems design. SC, especially extrospective-social and introspective-personal, are consid-
ered during recruitment and promotions in large companies, according to responders
holding managerial positions.
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4 Discussion

4.1 Systems Engineering and Sustainability Competencies Gaps and Overlaps

SC and SEC significantly intersect, requiring an understanding of complex systems,
lifecycle thinking, and long-term planning with impact assessment. The matrix (Fig. 2)
shows these taxonomies overlap, and SEC includes SC, confirming that SE profession-
als value sustainability paradigms in SE processes. However, the taxonomies also differ
significantly. There is no 1:1 match between SE and sustainability competences, and
each SC overlaps partially with multiple SEC. The SEC covers most SC under “core SE
principles” and “professional competencies.” Analysis of relationships between systems
thinking vs. strategic action outlines that systems thinking is essential for IT systems
engineers, enabling them to understand how different system elements interact. It is
equally critical in sustainability, where strategic actions must consider long-term envi-
ronmental, social, and economic impacts. A strong relation is visible for emotional intel-
ligence vs. empathy and change of perspective. Emotional intelligence, which includes
understanding and managing one’s emotions and empathy, is vital in cross-cultural and
interdisciplinary collaboration in sustainable projects, where changing perspectives can
lead to better understanding and acceptance of diverse interests and needs.

Table 2 may indicate the need to develop further management competencies in inte-
grating sustainability throughout the product life cycle. It is also worth noting that tech-
nical competencies are directly linked to system design aspects, suggesting that imple-
menting sustainability in design requires a more holistic approach at the management
level. The lack of significant correlations between SE and SE management competencies
and integrating competencies is particularly intriguing. SE management competencies,
such as planning, risk, and information management, are crucial for guiding engineer-
ing projects toward sustainable outcomes. Weak connections with sustainability com-
petencies may indicate that sustainability principles are not yet fully integrated into the
management and decision-making processes that drive systems engineering. This gap
highlights a missed opportunity to promote sustainability within the broader context of
management and integration in systems engineering. The lack of connections could sug-
gest that current management practices may be focused primarily on efficiency and effec-
tiveness, potentially overlooking the long-term sustainability impacts of their projects.
During the FGI, experts emphasized the need for a greater focus on human resource-
related processes as key enablers for embedding sustainability throughout organizations.
Addressing these areas could help bridge the gap, ensuring that sustainability becomes
a core aspect of decision-making at all levels of systems engineering, particularly in the
management and integration phases.

It should be noted that core SE principles and professional competencies cover all
three areas of sustainability. The relationship between professional competencies and
sustainability is particularly strong. It can be inferred that a systems engineer should be
skilled in all areas of sustainability and incorporate them into professional work. The
competences that intersect most strongly are empathy and change of perspective, inter-
personal relations and collaboration, communication, media use, justice, responsibility,
and ethics, interdisciplinary work, personal involvement, strategic action, and systems
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thinking. This demonstrates that the systems engineer has highly developed interper-
sonal skills, can collaborate with others, is responsible, ethical, and highly committed to
the tasks. Importantly, system engineers can use multiple media and think strategically
and systemically.

Very few technical and management competencies overlap with the sustainability
dimensions. This may be evidence that when moving from the general to operational
(technical and management) level of professional competence, there is a lack of con-
sideration of the sustainability and triple bottom line perspective. The systems engineer
knows the importance of sustainability in professional work, but does not consider sus-
tainability guidelines/recommendations in many detailed tasks. It is worth noting that
none of the integrating competencies overlap with sustainability. This may indicate that
it is difficult to directly demonstrate sustainability aspects with complex competences,
requiring knowledge and skills in many areas (e.g., Quality, Logistics, Finance. Each
competency could be broken down into smaller areas and defined in terms of the required
sustainability competences. For example, in Logistics competence, interpersonal rela-
tions and collaboration with partners in the supply chain are very important. This is a
research gap; further research is worthwhile to establish why these competences do not
overlap. Admittedly, systems thinking and strategic action are found in technical and
management competences. This is also confirmed by the fact that the systems engineer
often has a strategic/systems view of the tasks performed in the context of sustainability,
but without focusing on their implementation into operational activities (e.g., validation,
planning, etc.). In the education of system engineers in the context of sustainability,
the focus is on general professional competences (strategic level), to the extent that the
development of practical competences (operational level) is lacking.

4.2 Sector- and Competence-Type-Specific Insights

IDIs confirmed differences in the perception of sustainability between large and medium-
sized enterprises (SMEs). Large companies consider sustainability at the corporate level
through internal policies rather than in the daily activities of systems engineers. For
example, a company in the space and electronics sector applies sustainability principles
mainly at the mission level, focusing on Clean Space policies. Although IT systems engi-
neers consider these principles during the design stage, the organizational culture does
not require them to implement these competencies daily. Companies from the energy
sector demonstrate sustainability awareness, especially in terms of social responsibility
and energy management. Still, these practices are mostly managed by HR and organi-
zational policies, with systems engineers not directly involved in daily implementation.
In companies from the aviation sector, sustainability is embedded in processes and poli-
cies related to product design. Still, the daily tasks of systems engineers focus more on
following these guidelines rather than actively creating sustainable solutions. Compa-
nies operating in the automotive sector strongly emphasize the involvement of systems
engineers in implementing sustainable practices, especially in team building, work envi-
ronment, and individual actions. Sustainability in these companies is more visible at
the operational level, with systems engineers actively applying competencies such as
empathy, collaboration, and flexibility. Organizational sustainability awareness is lim-
ited, showing these practices rely more on the initiative of individual engineers than on
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formal company policies. The company prefers a bottom-up approach, where engineers
can incorporate sustainable practices into daily work.

Large companies addressed sustainability at the managerial level. They are mainly
implemented through internal policies, while in medium-sized companies, systems engi-
neers are directly involved in applying sustainable practices at the operational level.
Responses across industries demonstrate that technical knowledge and familiarity with
engineered systems are paramount for systems engineers. Systems thinking emerges as a
core competency, enabling engineers to analyze and model complex interactions. Activ-
ities like stakeholder needs definition, system architecting, and integration are central to
their roles, requiring detailed technical expertise. Respondents highlighted reliance on
structured methodologies like the V-model and INCOSE guidelines for consistency and
precision in system design and validation. Moreover, technical processes like require-
ments definition, interface control, and system verification are prioritized in daily opera-
tions. These tasks demand a granular understanding of system interactions and technical
functionality, underscoring their criticality. Systems engineers are also expected to pro-
pose solutions to complex challenges, such as integrating new components into exist-
ing infrastructures, as noted in the energy and aerospace sectors. Career development
within the field emphasizes technical accomplishments, with evaluations often centered
on functional outcomes and system delivery. Interpersonal and sustainability-related
competencies are acknowledged but remain secondary to technical expertise in sys-
tems design and implementation. This widespread prioritization across various domains
underscores the centrality of technical knowledge for systems engineers.

The interviews reveal that soft skills are acknowledged as valuable, particularly in
hiring and promotion processes. Some respondents emphasized interpersonal abilities
like collaboration, communication, and leadership during recruitment. For example, one
company uses critical thinking tests and assesses interpersonal dynamics in hiring. In pro-
motion scenarios, soft skills like teamwork and emotional intelligence are often factored
into evaluations, as they help build trust and foster effective team environments. Technical
knowledge remains a primary determinant in performance evaluations and advancement.
Respondents highlighted that assessments often focus on tangible outputs, like project
delivery and adherence to technical standards. Engineers are evaluated on their ability
to apply methodologies like systems thinking, requirements definition, and integration,
reflecting their technical proficiency. These criteria are pivotal for advancing their roles,
especially in highly technical fields like aerospace and energy systems. Computational
science and Al skills are crucial for systems engineers: utilizing them daily and incorpo-
rating, in particular, Al solutions in designed systems [20]. Soft skills are increasingly
recognized for supporting teamwork and leadership, and technical expertise dominates
the evaluation framework. This dual emphasis ensures engineers are technically compe-
tent and can navigate interpersonal and organizational challenges critical for long-term
career growth. The IDIs suggest soft skills are often more crucial than technical knowl-
edge for management. Respondents emphasized that leadership roles prioritize fostering
effective team dynamics over individual technical excellence. Managers highlighted the
value of interpersonal skills like collaboration, empathy, and conflict resolution in main-
taining team cohesion. For example, one respondent noted that aligning work with team
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members’ predispositions and ensuring a balance between work responsibilities and
personal well-being enhances team trust and productivity.

4.3 Other Insights

Severe organizations stressed that a cohesive team consistently outperforms groups dom-
inated by high-performing individuals who create conflict. Managers reported prioritiz-
ing skills such as communication, emotional intelligence, and adaptability when deciding
promotions to leadership positions. These competencies enable leaders to build trust,
manage uncertainty, and navigate organizational challenges effectively. In essence, tech-
nical skills remain essential for systems engineers; leadership roles require a shift in focus
toward managing relationships and fostering a collaborative environment. This ensures
that teams can collectively achieve their goals without being disrupted by interpersonal
conflicts or siloed expertise.

IDIs support the statement that managers perceive sustainability competences as
very important in their careers. Sustainability-related issues should be included in higher
education programs addressed to experienced employees, including MBA programs, etc.
[33]. The same applies to AI/ML solutions in designed systems [47]. Large companies
are usually better prepared to develop systems engineering and sustainable development
competences. They often have greater resources. That allows them to integrate a wider
range of skills and practices, including sustainability-related ones. Smaller companies
focus on core competences/activities that directly generate added value. Therefore, many
sustainability-related competences and activities are often perceived as indirectly related
to the core business activity, making it difficult to prioritize them and invest in sustain-
ability initiatives. While systems engineers focus more on technical and project manage-
ment skills within defined systems, experts with sustainability competences emphasize
environmental knowledge and ethical advocacy within broader ecological and social
systems. Both contribute crucially to addressing complex, interdisciplinary challenges
in today’s world.

5 Conclusion

The study determined the role of SC in activities performed by systems engineers. The
results indicate that systems engineers’ perception of SC is not uniform and particu-
larly depends on the enterprise’s size and position in the company hierarchy. The study’s
key findings highlight several important insights. First, sustainability competencies (SC)
and systems engineering competencies intersect significantly, although the competency
taxonomies for both fields show notable differences. Human resource-related processes
are identified as crucial enablers for embedding sustainability throughout organizations,
emphasizing their role in facilitating sustainable practices. Systems engineering prin-
ciples and professional competencies encompass all three dimensions of sustainability;
however, only a limited overlap exists between technical and management competen-
cies and sustainability, and none of the integrating competencies in systems engineering
align with sustainability. The research also revealed differences in the perception and
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integration of sustainability between large enterprises and small-to-medium-sized enter-
prises (SMEs). Variations were observed across different industry sectors, highlighting
the need for tailored approaches to sustainability. Managers regard SC as highly signif-
icant in their professional development and career progression. Future research should
explore several key areas. One focus should be on how sustainability can be more effec-
tively integrated into the technical, management, and integrating SEC. Another critical
question is how operational and practical sustainability methods, principles, and tools
can be better utilized to implement complex engineered systems. Supporting SMEs in
enhancing their sustainability activities and performance is another priority, addressing
smaller organizations’ unique challenges. Lastly, research should investigate strategies
to integrate sustainability more effectively into managers’ and leaders’ education and
training programs, ensuring they can drive sustainable organizational initiatives.
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Abstract. This paper aims to design a conceptual model of a Smart Product-
Service System (SPSS) for Intelligent Welding System (IWS). To achieve this
goal, a detailed literature review, analysis of the welding industry (WI), and a
training-educational-design workshop on SPSS and IWS were conducted at a busi-
ness partner, a welding plant. This allowed the researchers to develop an SPSS
in which the tangible component is the IWS (welding robot, sensors, monitoring
devices, supporting devices, network infrastructure), enriched with an intangible
component, i.e., services and a digital component in the form of a platform and
a mobile application. Focusing on specific problems, requirements, and needs of
welding plant employees, the developed model aims to draw attention to impor-
tant elements of the plant in the context of global digital transformation and envi-
ronmental protection. Thanks to this solution, the WI receives several advanced
innovations integrating digital technologies, services, and automation. Addition-
ally, the approach to developing SPSS presented in the article emphasizes the
need to combine theoretical knowledge with practical knowledge in welding. This
contributes to developing innovative training, education, and design methods for
innovative solutions in the digital era.

Keywords: Smart Product-Service System (SPSS) - Smart Product-Service
System (SPSS) Design - Intelligent Welding System (IWS) - Welding Industry
(WD)

1 Introduction

Modern manufacturing companies increasingly realize that providing traditional
product-based solutions generates a tiny competitive advantage and value for the cus-
tomer [1]. In addition, production and sales must be expanded to cover global trends
related to environmental protection [2]. In addition, manufacturers must provide com-
prehensive solutions that include both products and services to meet market dynam-
ics, growing technological innovations, and customer needs and requirements [3]. All
this means that they are increasingly moving from traditional forms to combinations of
products and services [4]. These combinations are commonly known as Product-Service
System (PSS) [5]. They are defined as an integrated package of products and services
that aims to create utility and functionality for the customer and generate new added
value for him [6].
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The rapid development of information and communication technologies (ICT) has
enabled the global digital transformation (DT) of the economy [1]. Digital technologies
have begun to be used to create and offer new values and generate revenues [7]. DT went
hand in hand with developing digital servitization by integrating intelligent technologies
with PSS [8]. This has become a fundamental element of the changing environment and
has led to the emergence of the Smart Product-Service System (SPSS) [9]. SPSS is a
business-oriented, customer-specific suite of digitalized and well-integrated artifacts in
physical hardware, services, and software that deliver more excellent value than when
used separately [7]. SPSS is characterized by an interactive and iterative problem-solving
process in a customer-integrated value network spanning the entire customer life cycle
[10]. This solution enables continuous adjustment of its components to changing buyer
needs and supplier capabilities [11]. In this way, it opens a continuum that guarantees
flexibility and adaptability in a long-term business relationship and supports the diffusion
of new technologies (NT), and innovative solutions [8].

DT has a significant impact on industrial production [12, 13]. Revolutionary tech-
nologies implemented in industrial practice are used to automate processes, monitor
in real-time, manage integrated systems that combine computational capabilities with
material resources, and reduce environmental impact and costs [14]. Many traditional
industrial processes have become obsolete, while digitally based industrial processes
have become an indispensable element of intelligent production [15]. An intelligent
production system is a combination of automated intelligent machines that can make
precise decisions based on available data and information. In addition, such a system
can more accurately and independently control production processes. In addition, it con-
tributes to eliminating problems related to waste generation and disposal, emission of
pollutants, and electricity consumption [16].

Welding is one of the important areas of industry, and the issues discussed are of
particular importance [17]. The development and dissemination of the Intelligent Weld-
ing System (IWS) is a fundamental factor for modern welding [18, 19]. These advanced
technological innovations allow the transformation of traditional welding processes into
automated, intelligent, efficient, and precise production systems that respond to the
requirements of today’s industry sector [20]. The development of IWS focuses on the
integration of modern technologies (Artificial Intelligence (AI), Machine Learning (ML),
Intelligent Digital Twin (IDT), Cyber-Physical Systems (CPS), and the Internet of Things
(IoT)) [18]. The fundamental goal of IWS is to maximize the flexibility, quality, and effi-
ciency of welding processes while minimizing costs, reducing the negative impact on
the environment, and adapting to the dynamically changing needs of the market [19].

This paper aims to develop a Smart Product-Service System (SPSS) for Intelligent
Welding System (IWS). The solution was developed based on research and training-
educational-design workshops in a welding shop (WS) focused on producing pressure
vessels and steel elements for overhead cranes, hoists, and cranes. Thanks to SPSS
for IWS, several advanced innovations integrating digital technologies, services, and
automation will be introduced to the welding industry (WI). This aims to increase the
flexibility, quality, and efficiency of welding processes. By enabling WSs to have easier
access to IWS and advanced technologies without the need for high initial costs asso-
ciated with the purchase. This solution will accelerate the digitalization process of the
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WI and the dissemination of innovative solutions, making them affordable for interested
companies. The IWS manufacturer offers welding robots, Al-based software, sensors,
and cloud services for process management and monitoring as part of SPSS. In addition,
it is responsible for the supply of materials, technical support, and services. The WS, in
turn, receives access to IWS, which increases welding efficiency, improves weld quality,
and allows for cost optimization through real-time data analysis and predictive main-
tenance. Additionally, they do not have to worry about issues related to the purchase,
storage, and disposal of raw materials, which allows them to focus on their core business.
Thanks to its flexible financing, SPSS has introduced a revolutionary and comprehensive
solution to the W1, available to every WS. This allows for implementing low-emission
and energy-intensive solutions based on NT, thus supporting the protection of the natural
environment.

The paper is structured as follows: the first part is the introduction. The next part
presents the research methodology. The third part contains the systematic literature
review (SLR). The fourth part presents the analysis of the WS. The fifth part contains
Smart Product-Service System for Intelligent Welding System. The last part are the
conclusions.

2 Research Methodology

The paper aims to develop a Smart Product-Service System (SPSS) for Intelligent
Welding System (IWS). The paper addresses the following research questions:

e What is the potential of using SPSS for IWS in the WI?

e Will SPSS for IWS contribute to improving DT and disseminating intelligent solutions
in the WI?

e What is the potential of training-educational-design workshops in developing skills
to create new SPSS?

The research methodology adopted in the work included the following steps:

1. Literature analysis - a systematic literature review (SLR) was used in this step. The
research was divided into three equal analyses. The first focused on reviewing the
industrial application of SPSS/PSS, the second concerned SPSS/PSS design meth-
ods, and the third the need for a new business and technological solution for the WI.
Leading scientific databases were used for SLR, where the phrases “SPSS/PSS in
industry” and synonyms were searched. The search assumptions concerned publi-
cations from 2000-2023 in English. 150 scientific papers focusing on SPSS/PSS in
industry were found.

Then, the authors searched for “SPSS/PSS design” and synonyms in the previously
indicated databases and time range and conducted SLR on SPSS/PSS design methods.
This review identified 74 scientific papers presenting 70 SPSS/PSS design methods.

Then, a study of the demand for a new business and technological solution for the
WI was conducted using the same scientific databases and time range. The authors
searched for the phrases “welding,” “intelligent,” and “businesses” and their syn-
onyms. This analysis enabled the identification of 150 scientific papers indicating the
need to develop new solutions for welding.
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2. Analysis of the WI. This step focused on the analysis of manufacturers and users of
welding machines. Industry reports, sector analyses, and statistical yearbooks were
used here.

3. Research and analysis of a WS. A survey was conducted in a WS whose activity
focuses on producing pressure vessels and steel elements for overhead cranes, hoists,
and cranes. It concerns the situation related to the DT of the WS, SPSS, and IWS used
there. The survey was composed of closed and open-ended questions. Some closed
questions took values from 0 (very negative) to 10 (very positive).

4. Training, educational and design workshop on SPSS for IWS. In this step, interactive
and multimedia training of WS employees was conducted on SPSS and IWS dedicated
to the WI. Each substantive part contained a case study on SPSS, which precisely
described how this model works in various industries. The method of operation and
correct practices related to the use of IWS were presented. After the training, an educa-
tional exercise was conducted. It consisted of developing a solution combining SPSS
and IWS. Participants worked in groups. They identified the problems that SPSS was
to solve. Analyzing the WS from different perspectives, they determined its needs.
Then, they identified the conventional and digital services they needed and the tech-
nologies that supported them. Finally, each group presented its solution, considering
the benefits of the WS and the potential challenges associated with its implemen-
tation. After the groups’ presentations, a feedback session was organized. In this
session, other participants evaluated the projects, indicating areas for improvement
and their strengths. Then, the recurring and most inspiring elements were selected
based on the discussion. Finally, a summary discussion was held. During this session,
the employees jointly concluded the SPSS design process for IWS and the knowledge
and experience gained in connection with it.

5. Smart Product-Service System (SPSS) for Intelligent Welding System (IWS). This
step concerned building SPSS for IWS. All the knowledge obtained in the previ-
ous research steps was used here. This allowed the researchers to develop an SPSS
in which the tangible component is the IWS (welding robot, sensors and monitoring
devices, supporting devices, network infrastructure), enriched with an intangible com-
ponent, i.e., services, and a digital component in the form of a platform and a mobile
application. Then, the researchers presented their solution to the company’s employ-
ees and subjected it to a company-wide discussion and assessment. This allowed for
the improvement of the presented solution and the development of the final SPSS.

3 Systematic Literature Review

3.1 Product-Service System in Industrial Practice

This stage focused on the analysis of SPSSs operating in the industry. Leading examples
include Tesla, Philips Hue, Amazon Echo, John Deere, GE Predix, Apple Watch, Nest
Thermostat, Siemens MindSphere, BMW ConnectedDrive, and Dyson Air Purifier. The
analyzed SPSSs were developed in large corporations and used in various economic sec-
tors. A long service life and high value characterize these solutions. They use advanced
technology to collect and analyze data in real-time. They are supported by integrated
digital platforms, allowing their users to access various digital services easily. Their



Smart Product-Service System for Intelligent Welding System 289

level of technological advancement depends on the target group and industry. They have
significant potential for adapting to customer requirements and maximizing efficiency.
It should be emphasized that no solution used in welding was found among the analyzed
SPSSs operating in the industry [21, 22].

3.2 Product-Service System Desing

The literature on SPSS/PSS design provides 70 design methods. Their analysis indicates
that only 19 have been verified in industrial practice. The most significant number, 13
methods, have been assigned to the domestic appliances, consumer electronics, and other
equipment sector, while 14 of them have not been assigned to any sector of the economy.
Furthermore, the analysis does not provide SPSS/PSS design methods addressed to the
WI. The analysis indicates that some methods are addressed to the design of several
types of SPSS/PSS. Out of the 70 methods, as many as 20 can be used to design all
types of PSS. In turn, the most significant number, 64 methods, can be used in the design
of service-oriented SPSS/PSS. The analyzed methods emphasize the need to maximize
customer value, analyze the product life cycle, and identify points of contact between
manufacturers’ capabilities and customers’ needs and requirements. The analysis also
indicates their high universality and various readiness levels for digital solutions [23,
24].

3.3 Demand for a New Business and Technological Solution for the Welding
Industry

The analyzed literature indicates that dynamic changes in technology, environmental
protection, and growing requirements of industrial partners are causing revolutions in
the WI [17, 25]. It concerns not only individual machines but also complex systems,
enabling a significant increase in the production capacity of WS [17]. Modernizing
traditional welding processes through integration with advanced digital technologies
plays a fundamental role in this revolution. This sector’s needs include improving the
quality of welds, minimizing defects, optimizing costs, increasing production efficiency
through process automation, and using real-time monitoring [18, 19].

Growing needs require implementing Al-based systems that can predict weld qual-
ity parameters (penetration, weld thickness, self-adaptation to changing working condi-
tions) [14, 26]. ML algorithms and infrared thermography technology (IRT) can be used
to monitor and control processes [27]. All this will significantly minimize the occur-
rence of errors and material losses. Implementing innovative solutions such as IDT,
multi-sensor IoT platforms, or vision systems for quality control enables real-time data
analysis and optimization of welding processes [28]. They influence the maximization
of efficiency and allow for meeting restrictive standards regarding quality and safety,
including EN ISO 3834, EN 15085, or ISO/IEC 62264 [29, 30].

The implementation of innovative welding solutions such as IWS requires significant
initial investments [31]. These investments are mainly related to purchasing and main-
taining equipment, digital infrastructure, and employee training [32]. This shows that not
every company can afford this type of solution [33]. Such initial costs are harrowing and
sometimes unaffordable for micro, small, and medium WS with a limited budget [34].
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Implementation costs and a long payback period discourage them additionally [35]. In
this context, WS expect to develop and introduce flexible solutions to the market, giv-
ing them access to innovative solutions without incurring substantial investment costs
[36]. Developing such solutions will allow for a faster transformation of the WI and the
dissemination of new solutions [37, 38].

4 Welding Industry and Welding Machines

The most important markets of this WI include China, the USA, South Korea, Japan,
India, and the countries of the European Union. Its global value in 2022 is 23.75 billion
dollars. In Europe, it is an industry with a long tradition that generates innovation and
many jobs. The WI is one of the key industries of the global economy, and it integrates
versatility, durability, and strength. These features make this industry an indispensable
element of other sectors (industrial production, construction, automotive, energy, and
many others), in which they are responsible for the production of structures and parts.
Products of this sector are precise in their artistry and flexible in generating complex
shapes. These features guarantee their broad application and the possibility of adapting
to various customer needs. The welding process allows for the production of strong
and durable connections (welds) between metals or thermoplastics, which are often
characterized by strength equal to or greater than the materials they connect. Welding
integrates versatility, durability, and strength.

The WI is founded on machines ranging from portable conventional welding
machines to technologically advanced robotic welding stations. They are characterized
by a long service life, versatility, and the possibility of implementing innovative solu-
tions. Technological progress influences the dynamic development in welding precision
and efficiency, as well as improving work safety and reducing environmental impact.
Currently, the leading manufacturers of this equipment include Kemppi, Fronius Inter-
national, Electric, ESAB, Miller, and Lincoln Electric. These companies offer a wide
range of machines and devices in various equipment options for the WI, together with
essential services during the warranty period.

In the era of dynamic DT, well-known welding processes, although practical,
encounter several limitations related to efficiency, precision, environmental protection,
and costs. This indicates the need for change and combating challenges to prevent stag-
nation. The answer to this is IWS, which revolutionizes the way welding work is per-
formed. They introduce advanced digital technologies to the industry and allow repet-
itive work automation, which significantly increases quality and efficiency. Thanks to
such solutions, it is changing its face, becoming environmentally friendly and modern.
Implementing these solutions involves high initial costs, primarily equipment and digital
infrastructure investment. The investment size can be a massive barrier for micro, small,
and medium-sized WS because they usually have minimal budgets for updating their
machinery. However, the long-term benefits resulting from the implementation of IWS
usually outweigh the very high initial costs. Therefore, the WI is looking for solutions
that will reduce financial barriers and allow for the popularization of IWS.
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S Welding Shop Analysis

5.1 Characteristics of the Analyzed Welding Shop

The analyzed WS focuses on pressure vessels and steel elements for cranes, lifts, and
jib cranes. This small company has been operating on the market for over 15 years.
The analyzed WS uses MAG, TIG, MIG, and MMA welding methods. In production,
unalloyed steel of ordinary quality and unalloyed steel of increased strength are used.
The machine park consists of 10 machines and 1 robot. There are 6 welding machines
and 1 device for thermal cutting of metal materials with plasma and oxygen. The WS
also has a shot-blasting plant converted into a machine for the surface treatment of
metal materials using the shot. The annual mass of manufactured structures is about
240 tons, and the consumption of additional materials is about 300 kg. The structures
are manufactured here by EN ISO 3834 (lift structures), and the EN ISO 3834 standard
(pressure structures). The overall percentage share of welding processes in the production
of the entire structure is 40%, while automated welding is 20%. The company employs
5 welders, 4 people in the welding supervision staff, and 6 people in the non-destructive
testing staff. The company has used the machines for no more than 15 years. The ones
currently in use are 10 years old. New machines are purchased once every 2 years for the
company’s funds. The company operates in a 1-shift system (8 h of work) and produces
30 products. In 2023, it achieved an annual turnover of about EUR 800,000. In recent
years, the analyzed company began to invest in welding automation, as evidenced by
purchasing a welding robot worth EUR 50,000, which increased production efficiency.

5.2 Survey of the Welding Shop

In the survey, the WS rated its level of use of: NT at 4, Al at 5, wearable technologies
(WT) at 2. The level of satisfaction with the use of NT is 4, Al is 5, and WT is 3.
Additionally, it indicates the need to develop Al-based solutions for welding (9). The
company also drew attention to the need for harmonious cooperation between people
and welding equipment. This factor was rated very high (9). The same rating (9) was
given to support for operators and welders in the form of virtual Al consultants and the
development of human-machine interfaces. Staff training is becoming a significant need
in the field of NT and IWS. This is supported by a rating of 6. This fact is related to the
company’s concerns in using these solutions by its employees (1). The WS also indicates
the need for data protection (9) and is afraid of cyberattacks (7). The study shows that
the WSop shows high interest in the development of automation in welding and IWS, as
evidenced by the ratings of 8 and 9. The company indicates the need to improve welding
efficiency and increase the repeatability and precision of welds. It also emphasizes that
this is possible thanks to the use of IWS supported by Al and ML. The company rated 9 for
the use of real-time monitoring systems. This fact refers primarily to the need to optimize
welding processes (7), reduce defects (8), and minimize the impact on the environment
(9). In questions about the use of NT, the company rated the possibility of using IoT as
8, IDT as 7, augmented reality (AR) as 7, and Big Data as 6. The company noted that the
above NT can improve resource management, connect welding equipment, and collect,
simulate and analyze data and the welding process. The company draws attention to the
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services accompanying the purchase of machines (7) and indicates that their purchase
should be associated with a service contract (8). It rates the need to add digital services
to welding equipment very high, at 7. An important factor for the WS is the reduction
of material and energy consumption and the reduced waste generated. This is reflected
in the rating of 7. This emphasizes the need to invest in new, low-emission technologies
and business solutions that fit into the trend of environmental protection. Issues related to
incurring investment costs in IWS were rated 3. This indicates concerns and difficulties
in implementing such a capital-intensive investment for a company of this size. The WS
indicates that support for it would be an alternative IWS financing model tailored to its
needs, which it rates 8. It would eliminate high investment costs and enable the use of
new solutions. The company shows a high level of interest in solutions based on SPPS, as
evidenced by the rating of 7. The factors motivating the use of SPSS indicate an increase
in resource management efficiency, no need to incur high investment costs, reduction of
barriers related to the use of expensive NT, and quick access to consumables and spare
parts.

6 Training, Educational and Design Workshop

6.1 Training and Educational Session

At this stage, training was conducted. It was designed to be a comprehensive educa-
tional program, combining practical and theoretical elements. Interactive multimedia
elements with case study analysis were used here. The training aimed to improve WSop
employees’ competencies inf DT, SPSS, and IWS.

The first stage of the training was a theoretical introduction to SPSS and IWS. The
company’s employees were introduced to the concept of product and service integration
and the origins of PSS/SPSS. Issues related to the classification and design of PSS/SPSS
were discussed. Information about IWS, their use, application, and the possibilities and
opportunities they offer in welding were presented. Issues related to digital technologies,
their evolution, and their impact on welding precision, efficiency, and quality were also
discussed. At this stage, multimedia presentations enriched with animations were used.
Additionally, an interactive quiz was conducted after each discussed issue.

The next stage of the training concerned a case study session. It was presented
how PSS/SPSS works in various industrial sectors. The focus was on the leading cases:
Tesla, Philips Hue, Amazon Echo, John Deere, GE Predix, Apple Watch, Nest Thermo-
stat, Siemens MindSphere, BMW ConnectedDrive, Dyson Air Purifier. Each case was
discussed in detail, and its unique features were described. Their strengths and benefits
for manufacturers and customers were indicated. In this stage, multimedia presentations
were used, enriched with videos with expert statements and opinions. Additionally, after
each discussed case study, a question and answer session was held to encourage WS
employees to ask questions about the presented cases.

The third stage of the training focused on a detailed presentation of the IWS. It pre-
sented what the IWS consists of, how it works, and how much it costs. The WS employees
were shown some of the functions, including the operation of vision systems and sensors
to monitor welding parameters in real-time, automatic calibration of welding equipment,
and IoT to connect it and send data for analysis in the cloud. Videos, photos, animations,
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comparative studies, and simulation software supported this stage. In addition, at the
end of this stage, each participant had the opportunity to familiarize themselves with
the software and conduct an individual IWS simulation. Employees tested how changes
in various parameters affect the quality of welds. Then, the simulations were compared
with the results achieved in the company.

The fourth stage of the training concerned correct practices related to implementing
IWS. Attention was focused on capital needs and the need to train staff. Methods of
planning welding processes using NT and issues related to predictive maintenance and
maintenance were discussed. In this case, attention was paid to analyzing operational data
from sensors. Issues of data management, production optimization, and digital security
were discussed. This stage presented possible errors, barriers to implementation, and
methods for avoiding them. Films provided support here with examples of WS and
individual interviews with WS employees.

6.2 Design Session

The next stage of the workshop was a design session with an educational exercise, which
consisted of developing a solution combining SPSS and IWS. Based on the knowledge
they had already acquired, the employees carried out this exercise in groups representing
different areas of the company’s operations. Each group began its project by identifying
the WS problems. In the next step, each group identified the needs of the WS. Then, the
employees identified the conventional and digital services that should be added to IWS
in the developed SPSS. Then, the groups focused on NT, which would support SPSS.
In the next part, they indicated financing models that would benefit the company. The
results of each group’s work are presented in Table 1.

Table 1. Requirements set for PSS for IWS by welding shop employees.

Group 1 Group 2 Group 3 Group 4
Problems Calibration Lack of process | Insufficient Welding robot
difficulties repeatability surface programming
preparation
Production Excessive High costs of Long project
downtime consumption of | quality corrections | implementation
raw materials time

and materials

Ineffective Excessive energy | A large number of | Long response
diagnostics and consumption weld defects time to emerging
maintenance of problems
equipment

(continued)



294

M. Salwin and T. M. Chmielewski

Table 1. (continued)

Group 1 Group 2 Group 3 Group 4
Insufficient use of | Generation of Insufficient visual | Lack of
process data large amounts of | inspection of technical
waste welds support for
equipment
Needs Automation of Optimization of | Improve Shortening
complex processes | production equipment project
processes maintenance implementation
time
Access to new Elimination of | Minimize the risk | Reduction of
technological production of defects human errors
solutions downtime
Improvement of the | Comprehensive | Increase welding | Improvement of
use of process data | analysis of accuracy, ergonomics and
welding precision and work safety
processes repeatability
Remote monitoring | Waste disposal | Improve quality Welding robot
of welding control programming
parameters in real training
time
Conventional | Monitoring and Recycling and Supply of filler Training
Services diagnostics of waste metal and
welding equipment | management technical gases
Installation and Equipment rental | Supply of raw Welding
commissioning materials and equipment
materials service and
maintenance
Maintenance of Take-back Supervision of the | Analysis of
tools and auxiliary welding process | failure causes
equipment
Optimization of Spare parts and | Technical Warranty
welding processes | consumables consulting
Digital Automatic Monitoring of Automatic quality | Training
Services calibration welding process | analysis platform
contamination
Automatic firmware | Automatic Remote technical | Cybersecurity
updates energy support in real services
management time

(continued)
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Table 1. (continued)
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Group 1 Group 2 Group 3 Group 4
Offline Adjustment of Access to welding | Predictive
programming for machine parameter service
welding robots parameters to libraries
individual needs
Advanced Remote Automatic Cloud data
multidimensional monitoring of detection of weld | analysis
analyses in real time | welding defects
parameters in
real time
New IoT Al IDT Augmented
Technologies reality (AR)
Cloud Computing | ML CAE Virtual reality
(CO) (Computer-Aided | (VR)
Engineering)
platforms
Big Data (BD) Edge Computing | Metaverse (M) Blockchain
(EC)
Forms of Subscription model | Rental with Leasing Payment for
Financing with monthly fees | purchase option time of use

Then, a presentation session was held. During this time, each group presented the
results of their work (Table 2) and discussed them in detail. Each group highlighted the
unique elements of their solutions, which resulted from their experiences and analyses
of the WS. The presentations showed that Group One focused on welding automation,
Group Two on issues related to sustainable development, Group Three on quality issues,
and Group Four on staff development.

After the presentations, a feedback session was held. Participants asked questions,
discussed strengths and areas requiring improvement of the developed solutions, and
indicated the benefits resulting from them. This session showed that the solutions
proposed by each group complement each other. It also indicated recommendations
regarding SPSS. The results of this session’s work are presented in Table 2.

Table 2. Feedback session - results of the work.

Strengths

Areas for improvement

Benefits

Recommendations

Automation and
digitalization of

processes

Better integration of
digital systems with
existing infrastructure

Increased production
efficiency

Combination of
solutions proposed by
the groups

(continued)
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Table 2. (continued)

Strengths

Areas for improvement

Benefits

Recommendations

NT application

Employee training

Improved weld
quality

Cooperation with the
IWS manufacturer
and suppliers

Minimization of
energy consumption
and waste reduction

Consideration of data
security issues

Reuse of materials

Education of staff
regarding long-term
savings

Promotion of

Adaptation to changing

Support for the DT of

Systematic analysis of

sustainable standards and welding the WS needs

development regulations

Financial flexibility | Reduction of emissions | Alignment with Cooperation in

and cost reduction and carbon footprint environmental interdisciplinary
protection programs | teams

7 Smart Product-Service System for Intelligent Welding System

The final solution was developed in this chapter using the knowledge and fundamentals of
PSS/SPSS design acquired so far. In the developed solution, the tangible component is the
Intelligent Welding System (welding robot and welder, sensors and monitoring devices,
supporting devices, network infrastructure), enriched with an intangible component, i.e.
services, and a digital component in the form of a platform and mobile application. Then,
the researchers presented their solution to the company’s employees and subjected it to
a company-wide discussion and evaluation. This allowed for the improvement of the
presented solution and the development of the final SPSS. The results of the work are
presented in Table 3, Fig. 1, Table 4.

The company producing the IWS makes it available to its customers and provides
them access to a wide range of services. Settlements are based on a flexible financing
model tailored to the needs of the WS and dependent on the period of use of the IWS.
Ownership and maintenance of the IWS remain with the manufacturer; the WS only
uses this solution. The priority for the WS is to use a modern solution that will positively
impact its digitalization and increase the number of welded structures produced. After
the specified period of use, it is possible to replace the IWS with a newer or updated
model.

Table 3. Smart Product-Service System for Intelligent Welding System — Components.

Category Component Description

Tangible Component Welding robot and welding

machine

Welding automation, increasing
welding efficiency and precision

(continued)
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Table 3. (continued)

Category

Component

Description

Sensors and monitoring
devices

Collecting various types of data on
the welding process and its
parameters

Support devices

Accessories that increase the
functionality and capabilities of
welding (welding tables,
manipulators)

Network infrastructure

Hardware and software enabling
communication between devices and
employees

Intangible Component

Conventional services

Analysis of failure causes, technical
consulting, supply of raw materials
and materials, supply of filler metal
and technical gases, warranty,
installation and start-up, monitoring
and diagnostics of welding
equipment, supervision of the
welding process, optimization of
welding processes, recycling and
waste management, service and
maintenance of welding equipment,
training, take-back, maintenance of
tools and auxiliary equipment,
equipment rental

Digital services

Cloud data analysis, automatic
quality analysis, automatic
calibration, automatic firmware
updates, automatic detection of weld
defects, automatic energy
management, access to welding
parameter libraries, adjustment of
machine parameters to individual
needs, monitoring of welding
process contamination, offline
programming for welding robots,
predictive service, training on a
digital platform, cybersecurity
services, advanced multidimensional
analyses in real-time, remote
monitoring real-time welding
parameters, real-time remote
technical support

(continued)



298 M. Salwin and T. M. Chmielewski

Table 3. (continued)

Category Component Description

Digital Component IWS digital platform A tool that connects welding
equipment, services, and data into a
coherent ecosystem within SPSS

IWS mobile application A tool that allows access to the IWS
digital platform functions from
mobile devices

New Technologies IoT Integration of devices in the
network, allowing real-time data
exchange

Al Automatic welding parameter
settings and data analysis

AR/VR/M Visualization of welding processes
and training in a virtual environment

IDT Creation of digital models of IWS

and welding processes for
simulation and optimization

CC Storage and analysis of large data
sets on the use of IWS and welding
processes

EC Data processing directly on welding
equipment

ML Identification of patterns based on

welding data and optimization of
processes based on data

Blockchain Ensuring transparency and data
security during the life of the IWS

BD Analysis of large data sets on
information on current, voltage, wire
feed speed, welding speed and time,
and job numbers

Implementing SPSS for IWS benefits all parties involved in the transaction. The WS
focuses on its core business and does not engage in activities related to maintaining the
IWS. In addition, it saves financial resources and time. It does not engage in employee
training and additional equipment because it provides this as part of SPSS. Additionally,
troubleshooting and replacing parts is also the manufacturer’s responsibility. This app-
roach allows the WS to maximize tasks and reduce costs. Thanks to this solution, the
manufacturer no longer focuses only on producing and selling IWS but instead enters
into long-term cooperation with the WS. This guarantees the stability of revenues and



Smart Product-Service System for Intelligent Welding System 299

Intelligent
Welding
System

Manufucturer of
Intelligent W 8
or ifs represent

Welding shop

i

|

—— (i" s
The pasment depends | ]
on working time + [|R™
and welds completed | et
|

|

i

i

|

i

i

i

|

| \
| ~ \ \
! H Artificial Tntelligent . 1
| ! Intelligence Digital Twins | | Blockehain !
i | ——— ’ i
\ | |
i I
! i £ |
‘ i Mobil i
| i . obile Digital !
i - I
! H Digital Platform Application Feosystem !
H | i
| - S - |
! ] H te— - |
| Information from | — L i
| a welding shop L a e, i
} 1 Cloud Fdge _—— Machine 1
| !\ Computing | Computing hal Leaming / !
\ | Y, i
! NS — — |
I 1 -~ - ~ |
i | i
\ | |
| i |
i i
i | Intelligent Welding System |
| L performance data !
i i i
| ol i
| Digital services Software |
! H and Helpdesk P
| | ) |
| | - }--- |
| i . L i
! ! ; Daana_ | I0fo |Ilulatlln|| :
; Use ! s, il data |
I i i
|
i
|
|
i
i
|
|
i
I
|
|
i
i

|
Using a Infelligent Welding System
for welding

et af services

i Viecfing welding shop requirements

|
Subscription fee (Tailored to the needs of welding shops) a ’
Ownership ;

Fig. 1. Smart Product-Service System for Intelligent Welding System - Concept.

Table 4. Smart Product-Service System for Intelligent Welding System - Concept.

Area Assumptions

Property The manufacturer remains the owner

The manufacturer is responsible for maintaining the IWS

The customer uses IWS tailored to their needs in the financial model

Sales Flexible financing model

Additional functions or services are available for purchase on request

Long-term cooperation between the customer and the manufacturer
instead of a one-time sale

Services Access to a broad service package

Combination of conventional and digital solutions

Additional services on request

Digital Transformation | Integration of NT with the customer’s digital infrastructure

Real-time data collection and analysis

Access to a digital platform and mobile application

(continued)
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Table 4. (continued)

Area Assumptions

Customer Benefits Elimination of high capital investments

Tailoring the IWS to the specific needs of the WS

Reduced responsibility for maintaining the IWS

Manufacturer Benefits | Long-term and stable revenues thanks to new financing models

Long-term customer relationships and increased customer loyalty

Collection and analysis of data from the IWS’s service life

Environmental Benefits | Elimination of overproduction of devices thanks to long-term
equipment operation

Recycling, reduction of waste and emissions of harmful substances

Reduction of the consumption of raw materials, materials and
electricity

the availability of IWS operating data, which will allow the development of new gener-
ations of welding equipment, digital platforms, applications, and services tailored to the
needs of the WS.

The SPSS proposed here plays a fundamental role in the operation and reliabil-
ity of welding equipment while offering significant benefits to WS and manufacturers.
Implementing SPSS in the context of IWS enables the integration of welding equipment,
services, and new digital technologies, significantly improving the availability of modern
solutions for the W1 at an affordable price. Systematic service and real-time monitoring
guarantee the diagnosis of possible failures and the implementation of preventive mea-
sures. This eliminates the occurrence of downtimes and the related costs. In addition, it
allows IWS to adapt to the needs of WS through systematic technical modifications and
software updates. This is aimed at dynamic adaptation to the changing market situation
and working conditions and extending the service life of the IWS.

The implementation of NT in the developed solution significantly accelerates the
DT of WS, which leads to changes in the management of welding processes and orga-
nizational culture. It translates into a wide range of benefits beyond conventional and
well-known improvements in welding processes. The manufacturer undergoes a spe-
cific transformation of the operating model, thanks to which it can flexibly respond
to market requirements and needs changes. In turn, WS gain the ability to maximize
control of welding processes, as well as their efficiency and quality. NT supports the
automation of repetitive tasks, thus maximizing work efficiency. NT also provides sup-
port for the manufacturer in the development of new services. This allows for offering
WS broader and more complex solutions. Additionally, it supports sustainable develop-
ment. This involves reducing energy consumption, raw materials, and generated waste.
The implementation of NT also supports the development of knowledge and skills of
WS employees. This is possible thanks to the manufacturer providing AR/VR/M-based
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training via a digital platform and mobile application, which increases flexibility. Addi-
tionally, platforms and applications enable remote access to data and management of
welding equipment from any location.

8 Conclusion

This paper focuses on the WI. This industry is characterized by the technical complexity
of processes and the diversity of welding methods. Micro, small, and medium-sized
enterprises dominate it. Recent years have been associated with its slow automation and
digitalization, which was limited by barriers related to the need for massive investments,
discouraging companies.

The analysis of the available literature and the welding market indicates the need
for new solutions for the WI. This article fills this gap in the use of SPSS for IWS. It
discusses theoretical and practical issues related to it. On the other hand, developing a
new SPSS for welding was carried out through surveys and training-educational-design
workshops conducted in a WS. Only the most important elements are presented here,
emphasizing the importance and necessity of developing such models.

Based on the conducted surveys and training, educational and design workshops, the
following conclusions can be drawn:

e Economic aspects — the model proposed in the article enables WS to access IWS
without high initial investments, which is particularly important for micro, small, and
medium-sized enterprises. A flexible form of financing, which is also tailored to the
needs of WS, minimizes the entry barriers of modern solutions based on automation
and digitization for the analyzed industry.

e SPSS development — The workshops that were conducted constitute an effective
form of SPSS development. They enable identifying those consistent with WS spe-
cific requirements and needs. The involvement of the company’s employees allows
for the adjustment of SPSS to actual market requirements. All this maximizes the
effectiveness of implementation and supports the implementation of NT in this
industry.

e Knowledge and competence development — The workshops conducted significantly
affect the development of knowledge and competencies of the company’s employees
in the SPSS, IWS, and NT fields. Additionally, they raise their awareness of new
business solutions for enterprises. Finally, they support education and teach skills
necessary for DT, which help to use in practice.

e SPSS for IWS introduces advanced integration of physical, service, and digital NT ele-
ments to develop a comprehensive ecosystem that meets the needs and requirements
of the modern WI. This includes using a wide range of NT, thanks to which SPSS
optimizes welding processes, increases welding quality and precision and improves
operational efficiency by dynamically adapting to changing production conditions.

e Environmental protection - including NT elements and services in the physical ele-
ment of welding equipment allows for reducing the WI impact on the environment.
Additionally, it allows for extending its service life, regeneration, and reuse, reducing
the need to manufacture new equipment.



302 M. Salwin and T. M. Chmielewski

e When creating SPSS for the analyzed sector, it is necessary to consider the fulfillment
of restrictive standards regarding quality and safety, including EN ISO 3834, EN
15085, or ISO/IEC 62264. Compliance with them will guarantee an increase in the
competitiveness of the developed solution.

e The use of NT in this solution will significantly improve welding processes, reduce
the number of defects, minimize energy and material consumption, and support waste
management. Additionally, their implementation will enable monitoring and optimiz-
ing processes in real-time, translating into an increase in companies’ competitiveness
level using SPSS.

In addition, the surveys and training-educational-design workshops provided a solid
foundation for developing and implementing the SPSS model for IWS. They indicate
what elements must be addressed and what factors are worth considering when designing
a personalized and digitally advanced SPSS-based solution.

Our contribution to education and design is the innovative approach to creating
SPSS for IWS. With an emphasis on practical aspects and experiences in PSS/SPSS and
welding production, we conducted a dynamic training-educational-design workshop. It
equipped the WS employees with the practical knowledge and skills to develop new
SPSS solutions for the WI. It allowed the authors to develop a new solution that is
unavailable in the open scientific literature so far.

Future research directions should focus on developing the approach based on the
workshops presented in this article, including additional digital tools and stages of train-
ing and individual and creative projects in PSS/SPSS. They prioritize innovations in edu-
cation and the design of PSS/SPSS in enterprises; it is important to continue cooperation
between universities and industry. This will ensure the transfer of scientific knowledge to
industry and will allow the introduction of solutions into business practices that have not
been used in enterprises so far. In addition, it will enable the generation of personalized
solutions for specific enterprises.
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Abstract. This research introduces and evaluates a new method
of teaching information and communication technology (ICT), which
results in the active participation of the trainee in the sequential perfor-
mance of laboratory exercises in the virtual environment. This training
is carried out using a virtual educational platform - VL.C. The proposed
approach uses an innovative mechanism for controlling the training pro-
cess, called a virtual tutor, whose task is to continuously monitor the
trainee’s progress and adjust the pace and level of subsequent laboratory
tasks. The virtual tutor function is implemented using machine learning
techniques and semantic networks. The proposed method allows the use
of educational content management mechanisms, an object repository,
and educational process maps. Similar studies on IT tools for e-learning
are conducted to a large extent, but they often lack a holistic approach
to the problem. Such aspects as career counseling in selecting an educa-
tional program based on the balance of the future trainee’s competencies,
individual course of study through selective selection of laboratory exer-
cises, remote progress monitoring, and activation of people over 45 years
of age constitute the innovative nature of the article. Study results prove
the effectiveness of the new holistic VLC method.

Keywords: Virtual laboratories -+ Educational platform - E-learning -
Artificial Intelligence in e-learning - Innovative teaching methods

1 Introduction

In order to ensure the effective functioning of the labor market, it would be nec-
essary to ensure better adaptation of existing competence resources to market
requirements and increase the demand for high competences. Considering the
dynamic development of the ICT sector, it is recommended to create favorable
conditions for the development of staff and new educational programs. Undoubt-
edly, modern e-learning methods can be used effectively in the process of staff
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development and balancing competencies in the so-called high-tech sectors, espe-
cially in ICT.

Distance learning is referred to as e-learning, e-education, or remote teaching.
The latest advances in information technology are used in the e-learning process,
and the transfer of teaching content and other information takes place mainly
over the Internet. Online learning is becoming increasingly popular. The authors
of the publications indicate that this is due to its independence from time and
place, low costs, and wide educational opportunities [1]. Interfacing tools that
improve interactions between students, teachers, and content are key factors
influencing academic outcomes in e-learning [2].

Artificial intelligence (AI) has found wide application in almost all areas
of life, including e-learning. Researchers emphasize that Al enables the rapid
and efficient production of learning content as a response to the ever-increasing
demand for flexible online learning [3].

This article mainly addresses the following research questions.

— What impact does the new proposed teaching method have on the training
results of course participants? The authors respond to this by presenting a
comparison of the results of a traditional postgraduate course and a course
enriched with the use of an innovative educational platform, which is the
proposed teaching solution.

— How do course participants perceive this method? This question is answered
in the survey results from the participants.

— Does the proposed method facilitate a holistic approach to teaching, and if
so, what are the contributing factors? The conclusions from the expert panel
address this question.

Organizations involved in IT training can use these research findings to
improve the quality of education and improve the planning, organization, and
management of training courses.

2 Related Work

Distance learning is becoming more and more popular every year, and the break-
through was the coronavirus pandemic when it was necessary to adapt to the
prevailing conditions.

Currently, three types of application software are used in distance learning;:

— LMS (Learning Management System) — a system for administering, mon-
itoring, and reporting learning progress, managing teaching materials and
permissions, and registering users for courses [4];

— LCMS (Learning Content Management System) — a training content manage-
ment system, which, in addition to the functionalities available within LMS,
can create, edit, deliver, and manage teaching content; provides the ability to
control the process of creating didactic content and its archiving [5];
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VCS (Virtual Classroom System) — a system enabling management and con-
ducting distance learning in synchronous ("online") mode. This solution
includes several functions in the area of cooperation, communication and
knowledge distribution [6].

Artificial intelligence and machine learning are widely used in education.

Popular techniques include:

Supervised learning, which personalizes the educational material and predict
student progress. The algorithms most often used in supervised learning are
decision trees, Support Vector Machines (SVM), and logistic regression [7].
Unsupervised learning, which involves clustering topics and grouping students
by learning style. The algorithms most often used here are: k-means clustering
and Principal Component Analysis (PCA) [8].

Reinforcement learning (RL), which may include educational games and
learning systems (intelligent tutors) [9].

Artificial neural networks in education are most often used to recognize speech
and text or generate didactic content [10].

Recommendation systems - are mainly used to recommend additional lessons
or tasks [10].

Predictive analytical models - mainly used to predict future events such as a
student’s exam result, problematic topics for a student, etc. [10]

NLP (Natural Language Processing) - used mainly in language translation,
text analysis and editing or educational chatbots [10].

In the educational process, it is also worth looking at pedagogical theories.

We can mention the following:

Constructivism - involves engaging students by constructing their knowledge
after interacting with the environment or their experiences. The emphasis
here is mainly on practical tasks, promoting student engagement [11].
Connectivism - this is a theory that says that learning is a network pro-
cess. The emphasis here is on interaction with other students, experts, and
digital resources. The approach promotes the ability to use information and
technology and personalized learning [11].

Cognitive Load Theory — a theory that discusses the internal, external, and
useful load in the learning process. According to this theory, students should
engage in activities that deepen the deeper processing of valuable information.
The aim here is to reduce external load, i.e. unnecessary knowledge, and
optimize internal load by adapting the material to the student’s level [12].

The key component that integrates the methods, techniques, and tools used in
e-learning is the educational platform. This platform facilitates the continuous
management of the teaching process and allows the modular expansion of the
content accessible to students. Educational platforms are widely used for teach-
ing at national universities. For example, Moodle, a product based on the GNU
GPL license, is implemented in Poland universities, for example, at the Gdansk
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University of Technology [13], Ukraine universities [14], or the Peru National Uni-
versity of San Agustin (UNSA) [15]. Similarly, the ILIAS platform, also based on
the GNU GPL license, is used in many universities, even African ones, ensuring
the development of African students despite many adversities [16]. The ILIAS
platform is gaining popularity in countries of the European Union. This platform
supports the administration of various university study programs and facilitates
the management of e-learning courses [17]. In addition to ILIAS, other educa-
tional platforms such as Claroline, Chamilo, Docebo, and ATutor are also widely
used [18]. These are just a few examples of how software can be used to bridge
distances and teach despite war or pandemics. However, research has identified
several shortcomings in traditional educational platforms, such as insufficient
user engagement, lack of integration with other systems, high costs for mate-
rial development, a need for greater motivation, and a prolonged duration of
learning [19].

Other authors highlight that a significant advantage of Artificial Intelligence
in e-learning is its ability to personalize the content for each learner [20]. This
contrasts with traditional e-learning systems, where only difficulty levels are
defined and all students at a particular level use the same instructional material
[21]. To effectively utilize Al in e-learning, it is essential to develop a comprehen-
sive and personalized e-learning framework. Unfortunately, many of the currently
proposed solutions lack this holistic approach [22]. To establish a personalized
learning system, various IT challenges must be addressed [23]. Machine learning
(ML) and deep learning (DL) models can be used effectively to match appro-
priate learning materials to individual learners according to their competencies
[24]. Furthermore, the algorithm should be trained and updated in real-time
[25]. Another key aspect is analyzing the learning preferences of the course par-
ticipants, which should be included in the recommendation system [26]. The
key dysfunctions of existing educational platforms include lack of interactivity
(the software only acts as a repository of static documents), the level of training
not being adjusted to the competency profile of individual participants, problems
with understanding the names and messages used in the graphical user interface,
and the lack of specialist solutions dedicated to the needs of the ICT sector. The
response to diagnostic dysfunctions of classic solutions [27] is a research and
development program, the result of which was the development of an innovative
educational platform.

3 Materials and Methods

The following section describes the implementation of the project, which was the
source of obtaining data for the research. It also describes the innovative VLC
method proposed by the authors of the article, as well as the importance of Al
in this method. At the end of the section, methods for verifying the results used
in the next section are proposed.
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3.1 Project Realization

The research was carried out as part of a project co-financed by the European
Union. The aim of the project “Management of the transfer of information tech-
nology to enterprises” [28] - was to educate and prepare staff - specialists with
interdisciplinary knowledge in the field of information technology (e-business, IT
systems supporting knowledge management) and skills in the field of managing
this category of enterprise. This aim was achieved by organizing postgraduate
studies“Management of IT projects in the e-business environment” and “Knowl-
edge management using modern technologies and information systems”. The
strategic criterion of the project was the professional activation of people over
45 years of age. The project was divided into five stages shown in Fig. 1.

Stage 1 Project preparation Giatess
organization
Preparation and ﬁ &l
Stage 2 submission of an
application for funding Verification of Balance of
learning participants’
Implementation of outcomes competences
Stage 3|  individual editions of
postgraduate studies
Assessment of Implementation of
) . the quality of <:‘ the educational
Stage 4 Project audit education process
Project closure and
Stage 5| evaluation of the training
process

Fig. 1. Management cycle of an educational project co-financed by the European Union
(source: own elaboration)

The project preparation process (stage 1) included analyzing the training
needs of future participants, formulating the goal and scope of the project, and
defining the target group. The work related to the development of the project
funding application (stage 2) included: formulating the concept of education for
postgraduate studies in the IT and management profile, conditions of partici-
pation, recruitment rules, organization of the educational process, and rules for
verification of education results. As part of the project, the postgraduate studies
“IT project management in the e-business environment” and “Knowledge man-
agement using modern technologies and information systems” were organized
and conducted in a total of fourteen editions (stage 3). Within the fourteen edi-
tions, 560 people were trained over three years. It is worth highlighting that,
in addition to meeting the substantive criteria, the organization implementing
the project was required to professionally activate people over 45 years of age, as
well as to observe the principle of equal opportunities for women and men in the
recruitment process. In each edition of the postgraduate studies, the conditions
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for participation were higher education, and the requirement was for at least
60% of women and at least 15% of people over 45 years of age. The participants
showed similar characteristics, most of them were directly or indirectly related
to IT. Some of them managed projects, others were analysts, still others were
testers, there were also those who worked, for example, in accounting, but used
data from IT systems as end users. They were certainly not programmers, but
they had professional experience and an understanding of various data and pro-
cesses. Their goal was to change the industry or use acquired skills in I'T projects
of which they were members. The turnover among instructors over the 3 years
was insignificant.

The third stage of the project was cyclical. It included: the preparation of
a training schedule within the individual editions of studies, development (ver-
ification) of syllabuses of didactic classes, recruitment of lecturers, promotion,
recruitment and qualification of candidates, balance of participants’ competen-
cies, implementation of didactic classes, assessment of the quality of teaching
and verification of education effects. As part of the project, systematic research
was conducted on the analysis and evaluation of the competencies acquired by
the participants. The last two stages focused on project audit and evaluation.

3.2 VLC Method Characteristic

The innovative educational platform, “Virtual Computer Laboratories” (VLC), is
the result of this paper. This package includes tutoring software that supports the
teaching of ICT technologies. It features typical modules specific to LMS, LCMS,
and VCS software, while also introducing completely new functionalities. These
include career counseling to help students select an educational program based
on their competencies, personalized study paths through the selective choice of
laboratory exercises, and remote progress monitoring. The individualization of
the curriculum is based on the level of advancement, adapted to the specific
topic determined by the system based on the tasks performed by the student.
For example, for people who have basic skills in designing database systems,
it is reasonable to reduce the number of exercises intended to learn the basics
of SQL semantics and syntax. In return, these people may be offered advanced
exercises in the field of client-server application programming, during which it
will be possible to extend the classic elements of the SQL language course. In
other words, the traditional concept of teaching ICT technologies containing
the classic division of the group type: “basic group / advanced group” will be
replaced by the method of creating original laboratory class paths.

The VLC educational platform uses virtual machines to simulate database
servers and data warehouses for laboratory exercises. These exercises consist of a
project description, a scenario, and step-by-step instructions. Students interact
with virtual application servers, which allows them to continuously verify and
control their work in a professional database management system environment.
Tasks include configuring roles and authorizations, writing T-SQL scripts, and
managing data migration in distributed systems. The platform provides real-time
feedback on exercise performance.
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The project work was focused on the following:

— Development of a new method of teaching ICT technologies, the result of
which is the active participation of the course participant through sequential
performance of laboratory exercises in the virtual environment. The mecha-
nism for controlling the training process (virtual tutor) will activate subse-
quent laboratory tasks (educational objects) according to the current progress
of the trainee and the assumed goals and effects of education (educational pro-
cess maps). The adopted methodological concept of teaching advanced ICT
technologies and the platform architecture therefore exclude passive partici-
pation of the course participant.

— Application of knowledge engineering systems for the development of an intel-
ligent tutor mechanism: The research was initiated by the analysis and assess-
ment of the possibilities of using machine learning techniques and semantic
networks to implement a virtual tutor mechanism. As part of the project,
a model of information flow, decisions, and control between logically and
physically related educational objects (educational process maps) was devel-
oped. The possibility of a graphical representation of the educational process
map using open standards was also provided including XHTML (Extensible
HyperText Markup Language), SVG (Scalable Vector Graphics), and SMIL
(Synchronized Multimedia Integration Language).

3.3 The Impact of Artificial Intelligence in VLC Method

Training materials are stored as educational objects, each with metadata that
defines the relationship between course elements, including descriptions, com-
plexity, recommendations, and assessment criteria. These objects are linked to
their predecessors and successors, allowing the creation of personalized educa-
tional process maps. The VLC platform prototype includes tools for searching,
selecting, and filtering educational objects, as well as analyzing their effective-
ness for specific courses. Educational objects are described using XML, and their
specifications will be freely available to future course creators.

Virtual Tutor is a mechanism controlled by artificial intelligence. Before start-
ing to work on the VLC platform, the virtual tutor function was temporarily
dormant, and the configuration of the provided content was the default (all
participants used the same content). After starting to work in the platform, the
output data from the individual platform modules were the input data for the Al
as part of training the model. Each thematic part of the course was divided into
tasks, and after training in each part, the student had to take a test to move on
to the next part. The student’s identifier, task number, and test result were the
training data for the Al as part of the virtual tutor. These results could be binary
(0 or 100% for the task) or represent the ratio of correctness of task performance
according to the programmed evaluation criteria. After going through the first
part of the course in the full thematic scope, the training of the output data
from the partial tests was carried out. The algorithm assigns the results of the
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exercises to thematic parts to propose appropriate tasks in the second part of the
course. If the student demonstrates a good level of knowledge in a given subject
area, tasks in this area will appear less frequently in the future. Similarly, if the
algorithm identifies a subject area as problematic for the student, it is practiced
by selecting more frequent tasks in this area. The next partial tests are further
data training for the model, so that the student receives content appropriate
to his level. Of course, course elements with which the student copes well also
appear in the course, but with a much lower frequency than standard, so that
the student can consolidate a given issue and not forget about it. The virtual
tutor has information on the specific subject area of the tasks (type/subtype)
and information about their level of difficulty. A system implemented in this way
allows you to focus only on the essential elements.

The virtual tutor also works with course moderators, who can introduce their
own cognitive rules based on their expertise and learning goals. This allows for
the creation of personalized courses that align with both the mentor’s goals and
the learner’s competencies.

Supervised learning techniques were used through the implementation of
semantic networks to classify the students’ questions and answers in a given
area into a specific level of advancement. In addition, reinforcement learning
was used so that the system could dynamically decide what material to offer the
student at a given time. The system is designed to learn which activities bring
the best results for a specific student and dynamically adapt the tasks to their
needs.

3.4 Methods of Verifying Educational Results

The verification of the results after the project implementation was carried out
in three ways:

— The most measurable verification method was the quantitative method, com-
paring the course results to the results of a previous year’s course with the
same thematic structure but without the support of the VLC method. The
students were given an exam task that consisted of creating a database sys-
tem for any company. The task included: formulating the purpose and scope
of the project, specification of requirements, implementation of the physical
model of the database, and the construction of T-SQL scripts (views, data
validation rules, triggers, stored procedures, transactions). The exam project
task was mandatory for all participants in studies. It was verified and eval-
uated by lecturers and external experts. An average of the student’s grades
was taken and compared with the average of the student’s grades from the
previous year. In general, the study involved 192 people - 96 students from 8
random laboratory groups in the academic year before the new method was
implemented and 96 students in the academic year after it was implemented.
In the previous year (before the VLC implementation), there were 63 women
and 33 men, while in the following year, 65 women and 31 men. The number
of people over 45 years of age - 32 and 37 people, respectively.



The Use of Artificial Intelligence and Virtual Computer Laboratories 313

— A survey was conducted among the course participants and conclusions were
drawn. This survey was conducted using the in-depth interview method. Due
to the lack of conditions for conducting in-depth surveys among all partici-
pants, a decision was made to conduct them in two random laboratory groups,
which is why it was based on the answers of 24 random people - 13 women
and 11 men. The purpose of this survey was to collect opinions about working
with the VLC platform as a tool to supplement education in post-graduate
studies. The survey included the following prompts:

e List the advantages of the e-learning platform.

e List the disadvantages of this platform.

e How many hours did you spend using the platform during the course?
e Do you intend to use similar educational solutions in the future?

— An expert panel composed of five professionally involved experts in conduct-
ing training in the broadly understood field of IT discussed the proposed
method to allow for a holistic teaching approach and what makes it so.

4 Results

As mentioned in the previous section, the method was verified by analyzing
an expert panel, student satisfaction surveys, and the final test results. The
summary of this is given below.

4.1 Expert Panel Results

The result of the expert panel is that the fundamental advantages of the
computer-aided teaching of computer science using the VLC educational plat-
form prototype, proving its holistic approach to e-learning, include:

— Interactive implementation of laboratory exercise programs.

— Educational content management mechanism- object repository and educa-
tional process maps.

— Leverage of artificial intelligence in the teaching process (virtual tutor).

4.2 Satisfaction Survey Results

The survey, conducted with approximately 560 students over 3years of post-
graduate studies, highlighted the effectiveness of the virtual application server
environment. Students appreciated the simplicity of using an IBM PC to work
in a multi-user setting, process large data sets, and test program scripts and
security. Interactive laboratory exercises allowed students to create a “skeleton”
of their future system and formed the basis for design tasks. The VLC platform
also supported error correction, enabling students to restore previous states and
continue work, which was not possible in traditional courses, where errors could
result in losing progress. Furthermore, respondents indicated that the greatest
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advantage of the proposed solution was the ability to create and test database
systems without the need to install and configure the appropriate server infras-
tructure. This undoubtedly encouraged students to work on the VLC platform.

The main drawback was the limited scope of teaching materials available in
the prototype version of the platform. However, the students appreciated the
ability to create and test database systems without the need for server setup.
They were interested in using a similar platform for both IT and non-IT training.
In general, the students spent about 50% of their education using the platform.

4.3 Exam Results
The results of course completion (Table 1) indicate the following:

— When analyzing the points for all elements of the completion, the average
score increased by 16%, a median rise of 18%, and a mode increase of 12%
compared to the previous year.

— Focusing on elements practiced more on the VLC platform, the average score
rose by 24%, the median by 25%, and the mode surged by 66%.

A detailed analysis shows that results improved significantly (over 10%) in
five of the eight aspects. Table 2 summarizes grades, and Table 3 lists the com-
pletion points. The results are as follows:

— coustruction of data correctness control mechanisms (rules, scripts) - by an
average of 25%;

— creating data views based on a set of reference tables (views) - by an average
of 27%;

— data processing methods using stored procedures and triggers - by an average
of 21%;

— transaction management techniques - by an average of 19%;

— security procedures (authentication, authorization, access control) - by an
average of 26%.

Based on the exam results, it can be concluded that people using the VLC
platform obtained significantly better final grades. The results are correlated
with the appropriate course elements that were provided on the VLC platform.
The results of these elements that were not included in the platform did not
change significantly.

An important observation is that all of the above criteria were practiced
within the VLC platform using interactive training and in total consumed almost
94% of the time of the entire training module. This may indicate the effectiveness
of the VLC platform in improving competencies.
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Table 1. General course completion results in points (source: own elaboration)
Result type Each course parts Trend Trend
Parts of the course
included in training
within the VLC
platform
traditional |trad. course traditional [trad. course
course + work in course + work in
VLC VLC
Final points avg  [75.36 87.71 116% |49.84 61.98 124%
Final points median|74.38 87.88 118% 149.50 61.88 125%
Final points mode |72.50 81.25 112% 38.50 63.75 166%

Table 2. Detailed course completion results presented through grades (source: own
elaboration)

Criteria for evaluating Trend Grades median Trend Grades mode Trend

course

Grades average

trad.
course +
work in

VLC
100% 4 4

trad.
course

trad.
course +
work in

VLC
4.00

trad.
course

trad.
course -+
work in

VLC
4.23

trad.
course

Clarification of the 100% 100%
project’s purpose and
scope, along with the
specification of

functional requirements

4.25

Design of a physical 4.44 4.46 100% 4.50 4.50 100% 4.50 4.50 100%

database model
(specification of tables
and reference
connections)

Mechanisms for checking|3.83 4.77 125% 4.00 5.00 125% 3.00 5.00 167%

data correctness (rules,
scripts)

Perspectives (reporting |3.88 4.92 127% 125% 125%
based on a set of related

data tables)
Implementation of data
processing mechanisms
(stored procedures,
triggers)

121% 125% 125%

125%
167%

119%
126%

113%
129%

4.00
3.00

5.00
5.00

3.75
3.48

4.48
4.40

4.00
3.50

4.50
4.50

Transactions

Security procedures
(authentication,
authorization, access
control)

Project documentation |4.10 4.25 104% 4.00 4.25 106% 4.00 5.00 125%

(description of the
physical model of the
database and T-SQL
scripts)
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Table 3. Detailed course completion results in points (source: own elaboration)

Criteria for evaluating |[Max. Points avg Trend Points median Trend Points mode Trend
course points
trad. trad. trad. trad. trad. trad.
course |course + course  course + course  course +
work in work in work in
VLC VLC VLC
Clarification of the 6.00 4.88 4.82 99% 4.75 4.75 100% 4.50 4.50 100%

project’s purpose and
scope, along with the
specification of
functional requirements
Design of a physical 15.00 12.88 12.88 100% 13.25 13.25 100% 13.25 13.25 100%
database model
(specification of tables
and reference
connections)
Mechanisms for checking|20.00 14.49 18.32 126% 14.25 18.50 130% 11.25 17.50 156%
data correctness (rules,
scripts)

Perspectives (reporting [10.00 7.32 9.38 128% 7.63 9.38 123% 7.75 9.25 119%
based on a set of related
data tables)
Implementation of data [17.00 13.00 15.77 121% 13.00 15.75 121% 13.00 15.75 121%
processing mechanisms
(stored procedures,
triggers)

Transactions 10.00 7.15 8.54 119% 7.25 8.75 121% 7.75 8.75 113%

Security procedures 12.00 7.89 9.97 126% 8.25 10.50 127% 6.50 11.00 169%
(authentication,
authorization, access
control)

Project documentation [10.00 7.77 8.03 103% 7.75 8.13 105% 7.75 9.25 119%
(description of the
physical model of the
database and T-SQL
scripts)

5 Conclusion

In the author’s solution - in addition to the classic functionalities of LMS, LCMS,
and VCS software - mechanisms using artificial intelligence techniques were
implemented for the selection of educational content depending on the didac-
tic goals set by the mentor, as well as the competency profile of the trainee. The
concept of “intelligent” selection of educational content using a set of cognitive
rules (virtual tutor) and activation of people over 45 years of age is character-
ized by innovation to classic forms of teaching. Pilot studies show that plat-
forms such as Moodle and ILTAS are commonly used for teaching materials, but
lack interactivity. In contrast, VLC enables interactive laboratory exercises in
a dynamic virtual environment, helping students design IT systems and ensur-
ing correct execution. Unlike traditional LMS, LCMS, and VCS, VLC offers
flexible course design by combining educational objects to meet specific training
goals and trainee needs. Unlike traditional LMS, LCMS, and VCS platforms, the
VLC platform allows for dynamic, adaptive course creation, such as designing
an SQL course and extending it with advanced topics such as database server
programming. It is worth recalling that a large number of stationary and on-line
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courses offered by commercial training companies are available on the market.
However, to obtain real professional competencies, e.g. in the field of database
system design, participation in a several-hour course or its online substitute is
not enough. Acquiring ICT competency requires practice, performing a series of
laboratory exercises, and multiple validation and testing of applications.

In summary, the new proposed teaching method:

— Has a positive impact on the quality of training, as evidenced by the course
completion results;

— Is positively received by participants - as confirmed by the survey results;

— Enables a holistic teaching approach by interactive implementation of labora-
tory exercise programs, educational content management mechanism- object
repository, educational process maps, and leverage of artificial intelligence in
the teaching process.

In conclusion, tests of the educational platform prototype confirmed validity
of the proposed teaching concept and set the directions for further work.

In the future, the following are planned: conducting research on the
ergonomics of the graphical user interface, adapting the platform to the needs
of people with disabilities following the Web Content Accessibility Guidelines,
developing a commercial version of the software, increasing the number of avail-
able courses, and developing a manual for future training creators.

Acknowledgements. This paper was co-financed under the research grant of the
Warsaw University of Technology supporting the scientific activity in the discipline of
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Abstract. Artificial Intelligence (Al) is transforming business operations across
various industries, requiring professionals to develop new competencies. This
study explores Al applications in business through case studies, identifying key
competencies essential for Al project teams. The research highlights the interdis-
ciplinary nature of Al projects, emphasizing the need for both technical and soft
skills, including communication, leadership, and adaptability. Using a case study
methodology, the study examines real-world Al implementations, revealing com-
petency gaps among business professionals. The findings suggest that structured
training programs and interdisciplinary collaboration are crucial for successful Al
integration. Additionally, the study underscores the importance of Al governance,
ethical considerations, and compliance with regulatory frameworks. The results
contribute to the development of competency models for Al project teams.

Keywords: Al skills - Professional Competencies - Business Applications

1 Introduction

Al projects represent a distinct category of IT projects, characterized by several key

features:

1.

High Level of Uncertainty. Al projects exhibit a significantly higher degree of uncer-
tainty compared to traditional IT projects. This is due to the fact that Al research
and development outcomes are difficult to predict, and achieving the desired model
accuracy often requires iterative experimentation [1].
. Required Interdisciplinarity. Al projects necessitate collaboration between specialists

from diverse fields. Effective communication and integration of knowledge from

various domains are crucial for the success of Al initiatives [2].
. Experimentation. Al projects closely resemble scientific experiments, where hypothe-
ses are formulated and tested to verify their validity. They require an approach based
on experimentation, flexibility, and a readiness to pivot based on observed results [3].

Research on Al project methodologies is still in its early stages. There is a visible
trend of adapting existing I'T methodologies to Al projects. However, a key area requir-
ing further exploration is the development of methodologies that reflect the unique
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characteristics of Al projects. Defining the necessary competencies of Al project team
members is a crucial element in developing Al project methodologies. Consequently,
researchers focusing on Al project methodologies emphasize the importance of identify-
ing the required competencies within project teams. The primary objective of this study is
to identify and analyze competency gaps among Al project team members, enabling the
development of recommendations regarding roles and required skills within Al project
execution methodologies.

This study employs two scientific methods: literature analysis, based on a review
of academic articles, industry reports, and case studies. The results of the literature
analysis reveal a knowledge gap concerning the competencies required for Al project
team members. Additionally, case studies highlight specific competency gaps among
individual project team members, which may ultimately widen the information gap on
the client side during IT project implementation [4].

The conclusions drawn from this research will contribute to both the development
of recommendations regarding the necessary competencies for Al project teams within
Al project methodologies and the formulation of training plans for specialists, as well
as curricula for higher education institutions.

2 Literature Review

Artificial Intelligence (AI) has become a critical component in transforming business
operations across various sectors. In business management, e-commerce, and finance,
Al applications are extensively utilized to boost efficiency and enhance consumer inter-
actions. By analyzing transaction data, Al systems can identify fraudulent activities
and help in making informed investment decisions, ultimately maximizing profits and
enhancing security measures [5]. Marketing is another domain where AI’s impact is
profoundly felt. As Al technologies continue to develop, they expand the scope for
their application, offering competitive advantages to organizations that embrace their
potential in revolutionizing traditional marketing methodologies [6].

Arman and Lamiyar [7] delve into the functions of Al within the business realm.
The paper emphasizes the importance of considering both the advantages and limita-
tions of Al adoption in business, as well as the ethical and legal implications of its use.
Menzies and colleagues [8] explore the applications, benefits, and challenges associated
with utilizing Al in business. The authors note that Al prompts changes in workplace
configurations and necessitates organizational and staffing adjustments in response to
this technology. Hamadaqa and colleagues [9] discuss the role and functionalities of Al
in business. The article ultimately offers recommendations for effectively implementing
Al solutions to maximize benefits while navigating potential challenges. Chowdhury
[10] examines the role of Al in business. The paper discusses how the intersection of
artificial intelligence (AI), machine learning (ML), and blockchain technology is reshap-
ing contemporary business operations. The author investigates the collective impact of
these technologies on enhancing efficiency, transparency, and strategic advantages within
organizations. Petrescu and colleagues [11], explore the role of Al and its application in
business. This research systematically examines the impacts of Al in customer-centric
retail applications based on the ecosystem value creation framework. This study can



322 A. Kopyto et al.

also assist managers in determining suitable conditions for Al use. Yang and colleagues
[12] discuss the uses of Al in business. The findings identify six key factors in Al
adoption, including technological affordances and constraints, innovation management
approaches, Al readiness, the competitive environment, and regulatory environments.
The findings clarify that factors such as the competitive environment and regulatory
frameworks play crucial roles in the scale and depth of Al adoption. Company size has
significant effects on how challenges of Al adoption are addressed.

2.1 Definition of AI

Various definitions of Artificial Intelligence (Al) have been introduced to help distinguish
it from conventional information technologies. To fully understand Al, it is essential to
break down its two main components: “artificial” and “intelligence”. The term “intelli-
gence” encompasses cognitive functions such as understanding, learning, and reasoning
[13], while “artificial” refers to something that is manufactured by humans rather than
occurring naturally [14]. AI can be described as the development of machines capable
of mimicking human intelligence [15]. At its core, Al involves creating systems that
imitate human-like abilities by functioning as intelligent agents, capable of processing
and responding to environmental inputs in an informed manner [16]. Some scholars
argue that Al should not depend on explicit programming to perform tasks considered
intelligent [17]. Instead, AI must have the capacity to independently perceive, interpret,
learn, plan, and take appropriate actions [17—-19]. This implies that Al systems should be
capable of processing external data, drawing meaningful insights, and using this knowl-
edge to flexibly adapt in order to achieve specific objectives or complete complex tasks
[20]. Crucially, this process should not be confined to rigid rules or pre-programmed
sequences of actions [21].

In some contexts, Al is viewed as a type of automation in media consumption and
creation [22], and it is sometimes classified as general Al referring to intelligent systems
designed for specific, limited functions, as opposed to systems exhibiting intelligence
comparable to or exceeding that of humans [23].

Al is defined as “the process of creating computing machines and systems that
perform operations analogous to human learning and decision-making” [24]. “Artificial
intelligence (Al) is about emulating the human intelligence process by machines” [25].
Al is “a step-by-step process for performing repetitive actions, designing models, and
solving technical problems without pre-existing concrete solutions” [26]. Al “refers
broadly to computational systems that involve algorithms, machine learning methods,
natural language processing, and other techniques that operate on behalf of an individual
to improve communication outcome” [27].

Academics have explored the function of Al in business, along with developing
concepts like Human-AlI Interaction (HAII) and Al-driven communication, taking into
account elements such as the source’s perspective and social interactions enhanced by
machine learning techniques [28, 29].

In this study, we conceptualize Al as the demonstrable, practical ability of non-
biological machines or artificial systems to execute tasks, resolve issues, convey infor-
mation, engage with their environment, and act rationally, emulating processes found in
human beings.
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2.2 Structure of the AI Project Team

Successful Al project implementation requires a multidisciplinary team [30]. Data scien-
tists handle data analysis and algorithm selection. Machine learning engineers transform
models into practical solutions. Business executives and analysts set goals and facilitate
communication between business and tech teams. Data engineers provide clean data
infrastructure, while domain experts offer industry-specific insights.

Team skills include leadership, mentoring, decision-making, and conflict resolution.
A blend of soft and hard skills is crucial for effective project management [31]. Lead-
ers should focus on skill development through training, ensuring organizational success.
The structure of Al project teams should prioritize collaboration between humans and Al
systems. Johnson and Vera [32] emphasize the importance of “teaming intelligence” for
Al to work effectively with people. Webber et al. [33] propose using Al to improve team
diagnostics and effectiveness, highlighting both advantages and challenges. Haller [34]
stresses the need for efficient project management in Al teams, focusing on delivering
results quickly with limited resources. Torre et al. [35] introduce a goal programming
model for team formation that considers human-Al trust and technology acceptance.
They propose an index measuring attitudes towards Al tools to ensure teams are recep-
tive to machine-based decisions. Overall, these papers suggest that successful Al project
teams should balance technical expertise with collaborative skills, efficient project man-
agement, and a positive attitude towards Al integration [32-35] A novel framework
proposes using generative Al agents to model diverse team member roles, potentially
leading to more dynamic collaborations [36]. Siemon [37] identifies four key roles for
Al teammates: coordinator, creator, perfectionist, and doer. Miller [38] emphasizes the
importance of considering passive stakeholders in Al projects, proposing six stakeholder
roles. Ma et al. [39] investigate three Al roles in decision-making: Recommender, Ana-
lyzer, and Devil’s Advocate, finding that each role has distinct strengths and limitations
depending on Al performance levels.

2.3 Identification of the Knowledge Gap

While extensive research has been conducted on the operational capabilities of Artifi-
cial Intelligence (Al) in various business contexts, several gaps persist in the current
theoretical frameworks used to evaluate these applications.

e Human-AI Collaborative Dynamics: Research on Human-Al Interaction (HAII)
focuses primarily on operational efficiency [29], yet there is limited exploration of the
collaborative dynamics between Al systems and human decision-makers. Theories on
social interactions enhanced by Al lack empirical studies that investigate the cognitive
and behavioral impacts on human teams working alongside Al.

¢ Ethical and Societal Implications: While there are definitions of Al as a technologi-
cal force [26], there is insufficient theoretical grounding on the ethical considerations
surrounding its use in business decisions.

e Role of Soft Skills in AI Implementation: While competencies such as communi-
cation and leadership are asserted as vital for Al project success, theoretical models
do not fully explain how these skills interact with Al technologies to enhance team
performance and project outcomes [25].
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Addressing these theoretical gaps requires multidisciplinary research that merges
insights from Al technology, business strategy, human-computer interaction, and ethics.
Future studies should aim to build comprehensive frameworks that not only address
these gaps but also offer actionable insights for businesses looking to leverage Al for
competitive advantage.

3 Research Methodology

The main goal of the conducted research was to identify the key competencies of a group
of business employees that are necessary for the proper execution of Al projects. The
selected group of business employees can be characterized as follows:

Employees acting as specialists, not managers.

Employees without IT education.

Employees working in production, logistics, finance, and marketing departments.
Employees with basic experience in IT project implementation, i.e., ERP, CRM, DMS,
BI, ECM as key users, internal consultants, project leaders in the area of functionality
implementation.

e Employees without knowledge and experience in Al project implementation; most
of them have not completed any Al projects.

The study posed research question:

Q1: “What key competencies should employees in the selected group of specialists
possess to properly and effectively implement Al projects?”.

In the research, the authors used the case study method. The research object is three IT
system implementation projects that utilize Al. It should be emphasized that the authors
of the research try to include the issues contained in the concept of E - environmental,
S - social responsibility, G - corporate governance. The ESG concept assumes that an
enterprise should not only care about its economic interest, but the business, including
the projects implemented, should bring broadly understood benefits to all stakeholders,
local communities, and the environment. The authors use the case study method because
it allows them to develop existing theory and provide explanations for previously unrec-
ognized issues. The choice of the research method by the authors — case study — mainly
results from the early stage of development of theoretical and practical knowledge in the
field of Al project implementation in business. The consequence is a knowledge gap in
the areas of:

e Al project implementation methodologies.

e Understandable taxonomy of concepts used in Al projects.

e Theoretical and practical knowledge in the field of Al project implementation,
including the identification of risk factors.

e Requirements resulting from EU Al Act, ISO/IEC 22989, ISO/IEC 23894, ISO/IEC
TR 24030, ISO/IEC JTC 1/SC 42, ISO/IEC 25012.

e Required competencies of employees in the implementation of Al projects.

The selection of studied cases is carried out in deliberate mode. According to B.
Flyvbjerg [40], there are five main criteria for selecting studied cases. Table 1 presents
the criteria along with their characteristics in the context of the conducted research.



Exploring Al Applications in Business

325

Table 1. Characteristic of the criteria for conducted research.

Criterion

Information regarding the fulfillment of the
criterion

Data availability

Guaranteed

The vividness of the case clearly illustrating
the examined regularities

Successtully completed projects utilizing
various artificial intelligence models

Diversity of analyzed cases

The diversity of analyzed cases is expressed
in the selection of:

e Various artificial intelligence models

* Client profile

* Project implementation results

* Competency diversity of employees

The critical nature of the phenomenon
allowing for the formulation of a
generalization

The identification and analysis of

competencies required for Al project

implementation should consider the main

challenges in the following areas:

1. Technical knowledge regarding Al models

2. Methods for executing Al projects, which
are characterized by uncertainty

3. Soft skills in communication and
knowledge transfer related to Al project
execution

4. Incorporating the perspective of
sustainable growth (ESG) in Al project
implementation

A metaphor directing the researcher’s attention
to a specific course of the examined
phenomenon

An Al specialist in a company is like an
alchemist who combines raw data, statistical
models, and business principles to create
valuable and unique solutions. Success
depends on skillfully balancing technical
knowledge, intuition, and experimentation

4 Research Findings and Interpretation

In Tables 2 and 3, we present the results of case studies conducted in three companies
from the IT industry, the training and consulting sector, and a manufacturer of indus-
trial electronics solutions. All analyzed Al projects involved either building a complete
solution from scratch or utilizing available Al systems on the market.

Analyzing case studies, researchers indicate that competency gaps in Al projects

primarily relate to four key areas:

e Project Management Skills in High-Uncertainty and Research-Oriented Environ-
ments. Al projects are characterized by a high degree of uncertainty and often exhibit
features of research projects, where experimentation is a crucial process. According
to researchers, a key competency for Al Project Managers is managing uncertainty
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Table 2. Results of case study research, including the characteristics

Source: Own study

A. Kopyto et al.

of the studied entities.

Firm X FirmY Firm Z
Company Profile IT Company Training company Technology company
Al Project Company | An intelligent system | An intelligent, Al project aimed at
for identifying risks integrated platform improving industrial
and uncertainties in IT | for creating online AI | manufacturing
projects through training programs through predictive
financial, technical, maintenance, supply
logistical, and chain optimization,
organizational production
analysis. It uses automation, and
agent-based modeling data-driven product
to analyze formal development
documents and team
communication
(emails, online
meetings), including
sentiment and emotion
analysis
Used tools NLP, OCR, Machine | Adaptive Learning Machine Learning

Learning, Anomaly
Detection (Al),
Predictive Analytics

Systems, NLP,
Chatbots, sentimental
analysis platforms,
automated reporting
tools, Al analytical
tools

Algorithms, Computer
Vision and Machine
Vision Systems,
Robotics and
Al-driven Automation
Systems, Big Data
Analytics Platforms,
IoT-enabled Sensors
and Smart Devices

Project Duration 12 months 6 months over multiple years

Project Methodology | Uses a hybrid Al Focuses on a Implements Al in
implementation structured manufacturing
methodology methodology starting | through a structured

combining Waterfall
(for planning and
integration) with Agile
(for developing Al
features and sentiment
analysis). Enables
flexibility, ongoing
user feedback, and
early problem
detection

with training needs
analysis, target group
definition, and content
planning. Followed by
implementation,
training delivery,
evaluation, and
post-training support

process: data
collection from IoT,
Al model
development,
deployment in
production and supply
chain, and ongoing
performance
optimization
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and adopting an experimental approach. Al projects often require an iterative app-
roach, where initial results are difficult to predict, and model effectiveness depends
on data quality and tested algorithms. Therefore, Al Project Managers must be able to
manage experiments, accept unpredictability, and adapt project timelines and scope
based on test results.

Managing Interdisciplinary Teams. Researchers emphasize the importance of team-
work in Al projects under conditions of strong interdisciplinarity. Al projects require
collaboration between Data Scientists, Al Engineers, business experts, and data ana-
lysts, which is not typical for traditional IT projects. Al Project Managers must be able
to coordinate interdisciplinary teams, understand different perspectives, and translate
technical results into business language.

Communication Skills in High-Uncertainty and Interdisciplinary Environments. In
Al projects, engineers, Data Scientists, and IT specialists use technical jargon that
may be incomprehensible to managers and business stakeholders. A crucial compe-
tency is the ability to simplify complex technical concepts and present them in an
accessible manner to different audiences. Researchers highlight that the ability to ask
the right questions and engage in active listening allows for a better understanding
of business and technical needs while preventing misunderstandings. According to
research, these communication skills require new competencies that are not as com-
monly found in traditional IT projects. Scientific studies suggest that the proportion of
individuals with Asperger’s syndrome may be higher among engineers and program-
mers compared to the general population, making communication skills particularly
crucial in Al project execution [41].

Skills related to Ethics and Regulatory Compliance. While ethics and regulatory
issues are important in IT projects, they become particularly critical in Al, especially
in the context of algorithmic bias, compliance with regulations (e.g., Al Act), and
model interpretability. Researchers emphasize that Al Project Managers must possess
the ability to identify and manage ethical risks while implementing responsible Al
development principles such as XAI (Explainable AI). Additionally, they should
have the competencies to lead projects in accordance with ethical and regulatory
frameworks within the project team.

Researchers argue that it is necessary to develop a competency model for Al project

team members as an integral part of Al project methodologies. The competency model
should include:

L.

2.

Definition of Key Roles in Al Projects and Their Responsibilities. Identifying essential
roles in Al project teams and specifying the required competencies for each role.
Determining Proficiency Levels for Each Competency. Defining the required skill
levels across different levels of expertise (e.g., beginner, intermediate, expert).

. Interdisciplinary Competency Connections. Identifying common competency areas

between technical, analytical, and managerial roles that enhance collaboration
efficiency in Al projects.

. Soft and Managerial Skills. Including communication skills, the ability to work in

high-uncertainty conditions, adaptability, and decision-making based on experimental
outcomes.
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5. Recommendations for Competency Development. Developing career paths for Al
team members, outlining training methods, certifications, and best practices for
improving key skills.

6. Guidelines for Competency Assessment and Validation in Practice. Establishing
tools and methods for evaluating team members’ competencies, such as certification
systems, practical tests, pilot project assessments, and Al problem simulations.

The competency model should be integrated into Al project methodologies, includ-
ing CRISP-DM, Agile Al, and Lean Al, ensuring a structured approach to Al project
execution.

5 Discussion and Conclusion

The goal of the conducted research was to identify the key competencies of a group of
business employees that are necessary for the proper execution of Al projects. This study
identifies key competencies for Al project implementation in business, emphasizing both
technical and non-technical skills. Al engineers require expertise in machine learning and
programming, while business analysts and managers need analytical and communication
skills. Soft skills, including leadership and adaptability, are also crucial for successful
Al adoption.

A major challenge is the lack of Al-specific knowledge among business employ-
ees, leading to inefficiencies. Al governance complexity, compliance with regulations,
and ethical concerns also pose significant barriers, necessitating robust frameworks.
Businesses should establish cross-functional teams, combining the expertise of data
scientists, IT professionals, and business leaders, to ensure a holistic implementation
of Al solutions. Policymakers should establish standardized AI competency guidelines
through industry-academic collaboration. Furthermore, investing in continuous learning
and development programs can empower employees to effectively leverage Al tools,
thereby enhancing innovation and productivity.

Interdisciplinary collaboration and governance frameworks are essential for effec-
tive Al adoption. Businesses must actively foster an Al-ready workforce by implement-
ing skill development initiatives and fostering cross-functional cooperation. Strategic
alignment of Al projects with business goals ensures better integration and maximizes
benefits. Additionally, ethical considerations should remain central in Al deployment,
requiring transparency, fairness, and accountability in decision-making processes. Ulti-
mately, organizations that proactively invest in Al capabilities will gain a competitive
edge, drive efficiency, and position themselves as leaders in an increasingly Al-driven
business landscape. By fostering a culture of collaboration and innovation, businesses
can effectively use Al to drive growth, improve customer experiences, and maintain a
competitive edge in the fast-evolving digital landscape.
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Abstract. In this article, the authors present three didactic examples
of using Chat GPT in mathematical programming optimization tasks:
linear programming, nonlinear programming and convex programming.
These examples are analyzed in terms of the correctness of the methods
used and the solutions obtained. The article also describes a didactic
experiment with the participation of Informatics and Econometrics stu-
dents of Warsaw University of Life Sciences, consisting in solving opti-
mization tasks on their own using Chat GPT. The final conclusions of
the article also present a comparison of the approach based on the CAS
methodology and the approach using Chat GPT.

Keywords: Al - Chat GPT -+ CAS * mathematical programming -
optimization - mathematical didactic

1 Introduction

Chat GPT (Chat Generative Pre-trained Transformed) was developed by
research organization OpenAl and launched in November 2022. It is available
in online versions: a free version based on GPT-3.5 and more advanced com-
mercial versions based on GPT-4 and GPT-4o [9,11]. Based on the LLM (Large
Language Model), Chat GPT works by learning statistical language patterns
from huge databases of online texts, which also contain various types of false
information and outdated knowledge. It allows users to conduct and refine con-
versations, and subsequent answers, questions and suggestions are treated as
context at every stage of the conversation. It can both download and create
images, as well as use math and coding software [7,11,13,16]. Chatbots, in gen-
eral, can generate fabricated information called hallucinations. The topic of using
artificial intelligence, in particular Chat GPT, in teaching and learning various
subjects - including mathematics and computer science - has been undertaken
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
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and widely discussed in recent years [1-6,10,12,14,15,17]. Assessing the use-
fulness of Chat GPT in learning and teaching mathematics requires solving a
number of computational tasks from different areas, with different levels of diffi-
culty, and analyzing obtained solutions. For example, in the article [15] a scan of
solving a quadratic equation in a math lesson using GPT Chat is presented. The
paper [17] contains scans from GPT Chat sessions presenting solving algebraic
equations, calculating the limit of a function of one variable and elementary
geometry tasks using the Pythagorean theorem.

Related articles highlight the educational utility of Chat GPT as a compre-
hensive tool that provides users with access to basic knowledge of mathematics
and other fields, including access to basic definitions, methods, instructions and
algorithms. On the other hand, attention was also drawn to Chat GP'T’s lack of
deep understanding of some issues, as well as the lack of effective opportunities
to correct its “false beliefs”. It is also worth emphasizing that the creators of Chat
GPT themselves recognize the limitations of current versions of Chat GPT in
solving mathematical problems, stating that Chat GPT is good at writing texts
but is less effective in mathematical computations where there is a specific final
answer [8].

Chat GPT has become a popular tool in the last two years, also among
students e.g. at the Faculty of Applied Informatics and Mathematics of Warsaw
University of Life Sciences, a student research club dedicated to Chat GPT has
been operating for some time. This paper takes up the subject of usefulness
of Chat GPT as a didactic tool in teaching and learning advanced topics and
optimization algorithms in mathematical programming. Several quite typical
calculation tasks are analyzed, falling within the scope of course subjects such
as Mathematical Analysis and Mathematical Programming.

2 The Analyzed Examples

Three examples of calculation tasks will be analyzed: linear programming (LP)
task, nonlinear programming (NLP) task and convex programming (CP) task.
For the LP task, we will analyze Chat GPT’s use of two methods: the graphical
method and the simplex algorithm. For the NLP task, we will analyze Chat
GPT’s use of the Karush-Kuhn-Tucker conditions method (KKT). And for the
CP task, we will analyze Chat GP'T’s use of the method based on the fact that a
local minimum of a strictly convex function in a convex region is also the global
minimum of this function.

Presented scans are fragments of solutions proposed by Chat GPT. They
come from a Chat GPT sessions using version based on GPT-4. The sessions
were held in April 2024.

3 Selected Chat GPT Scans for the LP Task

Figure 1 shows the initial form of the LP task, the task formulation in standard
form by Chat GPT, and the correct final answer.
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@ You

Solve the following linear programming problem: minimize f(x,y)=-x+y, subject to: -2x+y<=1, -x-
y<=-1, 3x+y<=6, x>=0, y>=0.

©® ChatGPT

To solve this linear programming problem, we will directly apply a linear programming solver. The
problem is to minimize the objective function f(z,y) = —x + y subject to the constraints:

1. 2r+y<1

2. sz—iys -1

3.3c+y<6

4.2 >0

5.9y>0

Let's use a linear programming solver to find the solution.

The solution to the linear programming problem is z = 2 and y = (), with the minimum value of
the objective function f(2,y) = —& + y being —2. This means that the optimal solution

minimizes the given function to —2 within the specified constraints. (-]

Fig. 1. The initial form of the LP task

Figure 2 contains a question about the method used to solve the LP task and
the answer that the “linprog” function from the SciPy library was used.

Q You

What method was used to solve linear programming problems?

@ ChatGPT
To solve the linear programming problem, | used the *1inprog" function from the SciPy library,
specifying the “highs* method. The “highs' method refers to a collection of high-performance
solvers for linear programming (LP), mixed-integer linear programming (MILP), and related
problems. These solvers are designed to be efficient and robust for a wide range of linear
programming tasks. The “highs' method includes implementations of the dual revised simplex
algorithm, the primal simplex algorithm, and an interior point method, among others, providing a

modern and powerful approach to solving linear optimization problems in Python.

Fig. 2. Method used to solve the LP task

Figure 3 contains a command to draw the feasible region for the LP task.
The region drawn by Chat GPT is not correct. One vertex of the feasible region
is not included in the figure.
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You
Plot feasible set for graphical method!

© ChatGPT
7
— —2x+ys1
——- x-ys-1
—- x+ys6
6 .

0.0 0.5 1.0 15 2.0 25 30

Here is the plot showing the feasible region for the given linear programming problem. The
shaded area represents the feasible set determined by the intersection of the constraints within
the first quadrant, as both x and y are required to be non-negative. The boundaries of this region
are defined by the lines representing each constraint, and the feasible region is where all these
constraints overlap. (-]

Fig. 3. Chat GPT feasible region for the LP task

The correct feasible region for the LP problem drawn in Mathematica is
shown in Fig.4 The graphical method of solving LP tasks is based on a correct
drawing of the feasible region taking into account all the vertices of this region.

00 03 10 15 3 s 30

s >

. s

b = 4
05 10 s 0 s 39

Fig. 4. Feasible region for the LP task drawn in Mathematica
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Figure 5 presents the so-called canonical form of the LP task. It is required
by the simplex algorithm and created from the standard form. Then, subsequent
simplex tables are created until the optimal table is obtained in which the optimal
solution and the optimal value of the objective function are determined.

@ You

w
Present simplex tables in matrix form for this problem

@ ChatGPT
Creating simplex tables in matrix form for this problem involves representing the initial setup and
subsequent iterations of the simplex algorithm in a structured, table-like format. Since direct
computation had a glitch earlier, let's outline how these tables would be structured manually for

the given problem:

Problem Conversion to Standard Form

First, convert the given linear programming problem into standard form by introducing slack

variables (51, 52, 53) to convert inequalities into equations:
2z+y+s=1

.—x—y+8=-1

.3z + y+s53=26

And we aim to minimize the objective function:

Z=—-z+y

Fig. 5. Canonical form of the LP task

Figure 6 shows the initial simplex table presented by Chat GPT with com-
mentary on the method of creating subsequent simplex tables. Despite additional
commands, we were unable to “persuade” Chat GPT to create further simplex
tables beyond the initial one.

To sum up: Chat GPT provided the correct solution of the LP task at the
beginning. The drawing of the feasible region, which is the basis for the graphical
method, was not correct. We were unable to create any simplex tables other than
the first one using Chat GPT. Chat GPT provided rules for creating further
simplex tables but did not create them.
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Initial Simplex Table in Matrix Form

The initial simplex table includes the coefficients of the decision variables x, y, slack variables
$1, S2, 84, and the objective function Z, structured as follows:

Basis .r U 81 82 83 RHS

81 -2 1 1 0 0 1

8 -1 -1 0 1 0 -1

83 3 1 0 0 1 fi

z 1 L 0 0 0 ]
Steps for Simplex Method

1 Identify the Entering Variable: Choose the variable with the most negative coefficient in the
objective function row. If all coefficients are non-negative, the current solution is optimal.

2. Identify the Leaving Variable: Determine the leaving variable by dividing the RHS by the positive
coefficients of the entering variable in each constraint row. The smallest non-negative ratio
indicates the pivot row.

3. Pivot and Update: Perform row operations to make the coefficient of the entering variable 1 in
the pivot row and () in all other rows, updating the table.

4. Repeat: Continue this process until all coefficients in the abjective function row are non-negative,

indicating an optimal solution has been reached.

Notes on Completing the Problem

* For each iteration, recalculate the RHS and coefficients based on the row operations performed
to ensure the entering variable becomes the basic variable in the pivot row.

* The tableau method is iterative and requires careful calculation at each step to ensure accuracy.

Given the limitations of our current environment for directly calculating and displaying these
tables, and the hiccup in direct computation, you might find it insightful to use dedicated linear
programming software or tools for performing these calculations, which can automate the

simplex process and provide detailed output, including simplex tables at each iteration.

Fig. 6. Initial simplex table and commentary

4 Selected Chat GPT Scans for the NLP Task

Figure 7 presents the initial form of the NLP task for KKT method.
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@ Anonymous
Using Karush-Kuhn-Tucker conditions solve the nonlinear programming problem: maximize function
f(x,y)= x+3y , subject to: 9-x*2-y*2>=0.

@ ChatGPT
To solve the nonlinear programming problem using Karush-Kuhn-Tucker (KKT) conditions, let's first

establish the components:

Objective Function:

flz,y) =z + 3y

Constraint:

gz, y) =9-2* -3y >0

Fig. 7. The initial form of the NLP task

Figure 8 demonstrates the KKT conditions presented by Chat GPT. This is
a kind of its own didactic commentary. There was no command on our part to
present these conditions.

The Lagrangian for this problem is:

L(z,y,)) = f(z,y) + A - g(z,y) =z + 3y + A9 — 2% - ¢?)

KKT Conditions:

Stationarity:
VL(z,y,A)=0

. Primal feasibility:
9(z,y) >0
Dual feasibility:
A>0

4. Complementary slackness:
A-g(z,y)=0

Fig. 8. KKT conditions presented by Chat GPT

Figure 9 presents two solutions of the system of equations from condition 1,
only one of which meets condition 3. Details of solving the system of equations
were presented by Chat GPT (We omitted this scan).
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Compute Stationarity:

Solve the system of equations derived from the partial derivatives of L with respect to , y,and A.

Let's proceed to compute these derivatives and solve the resulting system of equations.

@

The system of equations yields two sets of solutions for , y, and A:

VIO , . 9/10 3 V10

0 Y= 1A= %

310 9v/10 = V10
-6

L=0T00 0 Y= g v
Again, the dual feasibility condition (A > 0) allows only the second solution, as A must be non-negative.

Thus, the optimal solution that maximizes the function f(z,y) = x | 3y under the constraint 9
9 q P WATH
2 —y? > 0isz = #,y = M

Fig. 9. The solutions of the system of equations

Figure 10 shows compliance of the obtained solution with the remaining
conditions: 4 and 2. The solution of the NLP task obtained by Chat GPT meets
all four KKT conditions.

Verify with Complementary Slackness and Primal Feasibility:

* Complementary Slackness: A - g(z,y) = 0
* Primal Feasibility: g(z,y) > 0

We can compute the constraint g(, ) with the chosen 2 and y to confirm these conditions. [-)

The constraint function g(z, y) = 9 z? y2 evaluates to () for the valid solution z = W10 Y=

10
"'1—‘/3'—', and the product of A and g(z, y) is also (). This satisfies both the complementary slackness

condition and the primal feasibility condition. Therefore, this solution indeed maximizes the function

f(z,y) = & + 3y under the given constraint, and all KKT conditions are satisfied. (-]

Fig. 10. Verify with complementary slackness and primal feasibility conditions

Figure 11 presents the GPT Chat’s response to the command to present
feasible region for the NLP task with the optimal solution.
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@ ChatGPT

3Ifeasible Set with Optimal Solution

e Optimal Solution [a]
2 -
S
1f S
2
£
s
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=
—1r ©
(7]
e
-
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X

The plot above shows the feasible set for the optimization problem, with the circle representing
the constraint 9 x? y* (). The red dot indicates the optimal solution (x, y) =

1y 910 .
( —‘—f—‘ —'ﬁ— ),wmch maximizes the function f(x, y) x + 3y within this feasible region. This

point is clearly located at the boundary of the feasible set, aligning with the constraints of the

problem. -] <

Fig. 11. Feasible region for the NLP task with the optimal solution

The drawing of the feasible region is correct. The obtained solution of the
NLP task should be considered fully correct. It additionally contains the GPT
Chat’s own comments of a didactic nature.

The obtained solution is given in symbolic form. When we asked Chat GPT:
what computational program was used by the Chat to obtain a response in
symbolic form, the answer was: the Python library for symbolic computations
called SymPy was used. Plots were created by Chat GPT using Matplotlib, a
widely used library in Python for generating static interactive and animated
visualizations.

5 Selected Chat GPT Scans for the CP Task

Figure 12 demonstrates the initial form of the CP task. We will use the method
based on the fact that a local minimum of a strictly convex function in a convex
region is also the global minimum of this function.
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@ Anonymous
By analyzing the convexity of the function in the feasible region solve the following convex
programming problem: minimize function f(x,y)= Exp(x)(x+y~2) , subject to: 2x+6y+3>=0, -2x+6y-3<=0,
x<=0.

@ ChatGPT
To solve the convex programming problem using convexity analysis of the function within the feasible

region, let’s detail the approach step-by-step:

Problem Recap:

Objective Function:
f(ay) =€z +y°)

Constraints:

1. 2x+6y+3>0
2. -2z +6y—3<0
3: <0

Fig. 12. The initial form of the CP task

Figure 13 contains the convexity analysis performed by Chat GPT with
respect to the function f(z,y) as well as feasible region of the CP task. The
feasible region is convex and the function f(z,y) is strictly convex in the feasi-
ble region. It additionally contains Chat’s didactic commentary on the method
of solving the task.

Analyze Convexity:

The function f(z,y) = e”(z + y?) is being analyzed for convexity. The exponential function e” is
convex,and y2 is convex because z is a linear (and hence convex) function and y:' is a standard

convex function as its second derivative is positive.

The product of two convex functions where at least one is non-decreasing and non-negative (in this
case, ¢ is non-decreasing and non-negative over the domain of interest) is also convex. Hence,

f(z,y) is convex.

Analyze Feasible Region:

The constraints define a feasible region which is the intersection of linear inequalities and a half-plane

defined by < 0. This region is convex because it is defined by linear inequalities.

Solving the Convex Problem:

In convex optimization, if the objective function is convex and the constraints define a convex feasible
region, any local minimum is also a global minimum. Therefore, we only need to find a critical point

within the feasible region to determine the minimum.

Fig. 13. Convexity analysis
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Figure 14: due to a problem that occurred when comparing symbolically
calculated objective function values, Chat GPT decided to choose a numerical
method of calculating these values to determine which of them is the minimum.

e Anonymous
Plot the feasible set for this problem and indicate the optimal solution of the problem.

@ ChatGPT
o Error analyzing v

It seems there was an issue when comparing the values of the objective function computed
symbolically. To resolve this, | will evaluate these values numerically to determine which provides the
minimum. After obtaining the numerical values, I'll then plot the feasible region along with the optimal

solution point. Let's compute and plot this correctly. [-)

Fig. 14. Chat GPT decided to choose a numerical method

Figure 15 presents feasible region for the CP task with the optimal solution
(—1.03,—0.16) determined numerically. Symbolically determined coordinates of
the minimum point are (—1,0).

© ChatGPT
Feasible Region with Optimal Solution .
4
2 s
S
°
£
LY
-
=
-2 &
-4}
-5 7 =3 =2 -1 0 1 03
X
The feasible region is displayed with the optimal solution marked by a red dot. The coordinates of
the optimal solutionare z = - 1.03and y = - (.16, with the cbjective function value at this
point being approximately - 0.36.
This plot effectively visualizes where the minimum of the function f(z,y) = ¢’ (z | ¢*) occurs
within the defined ints, izing the utility of both analytical and graphical methods in
solving convex optimization problems. ()

Fig. 15. Feasible region with optimal solution of CP task
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The drawing of the feasible region is correct. But in reality, the optimal point
lies inside the feasible region, not on its boundary.

Chat GPT examined the convexity of the feasible region and the objective
function but determined the coordinates of the optimal point only approximately.
Nevertheless, in the commentary it described a way to determine the global
minimum as the local minimum of a strictly convex function on a convex set.

6 Didactic Experiment

The three examples of using GPT Chat to solve mathematical program-
ming (MP) tasks presented above were prepared by us. As a part of the MP
course for students of Informatics and Econometrics of Warsaw University of
Life Sciences, we solve a certain number of calculation tasks in the field of linear
and nonlinear programming during lectures and exercises. The didactic experi-
ment consisted of using Chat GPT to solve certain selected computational tasks
previously solved during MP classes and assessing the usefulness of Chat GPT in
solving these tasks. Six students attending MP classes and declaring their abil-
ity to use Chat GPT, volunteered for the experiment. We have not used GPT
Chat before in MP classes. Each student participating in the experiment had
to choose two tasks from the tasks we had previously solved during the exer-
cises: one LP task and one NLP task and solve them using Chat GPT and then
assess the usefulness of GPT Chat in solving these tasks. They used version
3.5 or 4.0 of Chat GPT. Students sent us scans of the solutions they received
with their own comments. The students’ experiences were similar to ours. Vir-
tually all students had problems solving the LP task using the graphical method
and/or the simplex algorithm with the help of Chat GPT. They had to for-
mulate additional questions or suggestions in the form of a dialogue with Chat
GPT to obtain final solutions. They did much better with the NLP task using
the KKT method or the Lagrange multipliers method. In the NLP task, almost
all students received the correct solution in the first attempt. In comments sent
to us, students emphasized that Chat GPT is an imperfect tool for solving PM
tasks and does not guarantee the correctness of the solutions obtained. On the
other hand, they emphasized that the descriptive comments and tips formulated
by Chat GPT were useful and educational for them.

7 Conclusions

Chat GPT is a new educational tool and in publications of recent years one
can come across innovative attempts to use Chat GPT in education aAS testing
Chat GPT in various examples of educational applications attempts to assess
its didactic usefulness. This paper addresses the topic of the usefulness of Chat
GPT as a didactic tool in learning and teaching optimization algorithms within
such course subjects as Mathematical Programming or Mathematical Analysis.
Three computational tasks were presented and analyzed: LP, NLP and CP task
solved using Chat GPT. In the articles [18,19], the authors discussed the topic
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of teaching MP using CAS programs such as Mathematica or wxMaxima. If we
compare the approach in MP teaching based on the use of CAS with the app-
roach based on the use of Chat GPT, some similarities and differences are visible.
Both CAS and Chat GPT programs use symbolic calculus and graphics to visu-
alize mathematical objects. CAS programs such as Mathematica, however, are
much more specialized when it comes to access to various mathematical tools.
On the other hand, when comparing CAS and Chat GPT, the way the user com-
municates with the program is different. The advantage of using Chat GPT’s
help when solving mathematical tasks is undoubtedly the ease of formulating
commands and questions. They only need to be formulated in a descriptive form
using everyday language, unlike specialized CAS programs such as Mathemat-
ica, WxMaxima or Maple, which require the use of formal, precise notation. It is
worth emphasizing that Chat GPT adds its own didactic comments to the solu-
tion of the task, describing the chosen solution method. It seems that such a way
of presenting the issue could be useful for pupils and students in their own work
and for teachers and lecturers as a material to use during lessons, exercises or
lectures. Nevertheless, interactive dialogues with GPT Chat are often necessary
to guide it to correct solutions.

As seen in the presented examples, Chat GPT can make substantive errors.
It did not correctly determine the feasible region in the graphical method of the
LP task, nor did it create subsequent simplex tables (only the initial one) for
the simplex method in this task, limiting itself only to describing the rules for
creating these tables. It was also visible that the solution to the task presented
by Chat may depend on the current knowledge of Chat GPT on this subject.
Students informed us that in the case of the LP task solved graphically, they
had to formulate additional questions or commands to guide Chat to the right
solution path. In the opinion of students taking part in the experiment, using
the Chat GPT to solve MP tasks did not provide certainty as to the correctness
of the solutions obtained. Students declared problems with obtaining the correct
solution to the LP task using the graphical method as well as the simplex algo-
rithm with the help of Chat GPT. On the other hand they found the comments
and tips presented by the Chat useful. Taking all this into account, due to the
possibility of Chat GPT giving incorrect answers (creating hallucinations), it
would be difficult to consider Chat GPT in the currently available versions as
a fully reliable tool that can be used to learn and teach advanced optimization
issues in the field of mathematical programming or mathematical analysis. It
may be no less interesting in this context to follow the development, changes
and improvement of mathematical possibilities in subsequent versions of Chat
GPT.

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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Abstract. Service-Oriented Architecture (SOA) is a key paradigm for
designing scalable, modular, and efficient cloud solutions. As cloud com-
puting adoption grows, training professionals in cloud service architec-
tures is essential. This paper presents an innovative educational app-
roach that fully covers the learning objectives of a cloud computing
course:—Introduction to Cloud Service Architecture, Storage Services,
Compute Services, Database Services, and Architectural Case Studies
while leveraging cloud computing such as Amazon Web Services
(AWS) and Generative Artificial Intelligence (AI) to improve
learning outcomes. By integrating Generative AI tools —such as Chat-
GPT, Gemini, Perplexity, and Copilot - students generate, vali-
date and analyze custom cloud computing case studies, making
the learning process more interactive, adaptive, and aligned with
industry standards. This approach ensures that students develop both
theoretical knowledge and practical expertise, enabling them to
design and deploy real-world cloud architectures while acquiring the skills
to become certified as AWS Solution Architects. In addition, it improves
student motivation and accelerates their transition to professional cloud
roles by making learning more dynamic and efficient.

Keywords: Generative Al in Education - Service-Oriented
Architecture (SOA) - AWS Solutions Architect -+ Cloud Computing

1 Introduction

Service-Oriented Architecture (SOA) is a key paradigm in modern cloud com-
puting, enabling scalable, modular, and reusable services [3]. As cloud platforms
such as Amazon Web Services (AWS) gain widespread adoption, understand-
ing SOA principles and native cloud architectures is essential for professionals
and students alike [4]. However, effective cloud computing education remains
challenging, requiring both theoretical knowledge and hands-on experience with
distributed systems, high availability, and platform-specific best practices [2].
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This paper introduces an innovative approach to teaching SOA by integrating
cloud computing concepts, as SOA underpins many cloud services. The course
is structured around core topics:

1. Introduction to Cloud Service Architecture: Fundamental concepts of
cloud computing and service-oriented architectures.

2. Storage Services: Distributed storage systems, scalability, and read and
write consistency.

3. Compute Services: Virtualized cloud computing, scaling, fault tolerance,
and high availability.

4. Database Services: Management of relational and non-relational databases.
Scalability and high availability.

5. Architectural Case Studies: Case-based learning to apply knowledge in
real-world cloud scenarios.

A key innovation in this approach is the use of Generative Al tools - such as
ChatGPT [12,13], Perplexity [14], or Copilot [15] to create and validate cloud
computing case studies. Students generate exam-like scenarios using Al, which
are refined through cross-model verification to ensure accuracy. Previous research
highlights the role of Al in improving education, particularly in STEM fields [5].
This Al-assisted approach fosters engagement, curiosity, and critical thinking
while accelerating skill development. In addition, aligning the course with the
AWS certification standards [1] enhances its relevance in the industry, better
preparing students for professional roles.

The paper is structured as follows. Section 2 reviews related work on cloud
education and Al-driven learning. Section 3 details course design, modular struc-
ture, and Al-driven case study generation. Section4 presents implementation
details and results, including student performance analysis. Section 5 concludes
with future directions for Al-enhanced cloud computing education.

2 Related Work

This section reviews educational approaches for teaching cloud computing, Al-
driven learning methodologies, and their comparison with traditional courses. It
also discusses AWS certification-based learning frameworks.

2.1 Cloud Computing Education

Traditional cloud computing education combines theoretical lectures, hands-on
labs, and case studies. Although effective, these methods often lack dynamism
and personalization. Armbrust et al. [2] highlighted the need for practical experi-
ence in cloud education, while Kratzke and Quint [4] emphasized understanding
native cloud applications.

Correia [6] explored the integration of AWS educational materials into univer-
sity curricula, focusing on official AWS content but not Generative Al tools, a key
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differentiator in our approach. Similarly, Almotiry et al. [7] studied hybrid cloud
architectures for educational institutions, focusing on infrastructure deployment
rather than native cloud architectures and SOA principles, which our work aims
to address.

2.2 Al-Driven Learning Methodologies

ATl integration in education has shown promise, particularly in personalized
learning and adaptive feedback [5]. Al-powered tutoring and content genera-
tion improve engagement and accelerate learning. However, applying Generative
AT to cloud computing education remains an emerging field.

2.3 AWS Certification-Based Learning

AWS certifications serve as industry benchmarks, and aligning educational pro-
grams with them improves career readiness [1]. However, certification-focused
learning alone may not provide a deep architectural understanding. Our app-
roach integrates AWS certification content within a broader SOA framework,
leveraging Al to generate practical, real-world scenarios.

3 Course Design and Methodology
3.1 Learning Objectives of Course

The primary objective of this course is to establish a strong foundational and
conceptual understanding of cloud computing and application architecture. To
achieve this, the course is structured around five key learning objectives. Intro-
duction to Cloud Service Architecture, Storage Services, Compute Services,
Database Services, and Architectural Case Studies. By covering these essential
components, students will develop the ability to analyze and design cloud-based
solutions effectively. Moreover, this foundational knowledge will enable them to
easily extrapolate concepts and apply their learning across different cloud plat-
forms, such as Google Cloud and Microsoft Azure, as well as in on-premise and
hybrid cloud environments. This adaptability ensures that students not only
grasp the core principles of cloud computing but also gain the flexibility to nav-
igate and integrate diverse cloud architectures throughout their careers.

3.2 Course Structure

The course is structured around four key topics, which align with the core topics
introduced earlier. In the following, we describe how these topics are developed
using AWS as a reference. Figure 1 depicts the relationship.

1. Introduction to Cloud Service Architecture: Covers fundamental cloud
concepts, key services, and architecture deployment in regions of high avail-
ability distributed worldwide. The AWS Cloud Practitioner certification [2§]
syllabus and exam questions serve as a reference.
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Storage Services (Simple Storage Service - S3): Explores the architec-
ture of distributed storage systems, their applications, and the challenges of
scalable and distributed architectures.

Compute Services (Elastic Compute Cloud - EC2): Focuses on man-
aging virtualized computing systems in the cloud to execute applications in
a scalable, fault-tolerant, and highly available manner.

Database Services (Relational Database Service - RDS), Integra-
tion, and Serverless: Covers database management, high-availability and
scalable solutions, and serverless technologies.

Service Oriented Architecture

Cloud Computing Architecture:
Amazon Web Services Case

Topic3 Topic 4

RDS
Elastlc Relatio
Cloud ' nal DB

Fig. 1. Course topics related to Cloud Computing Amazon Web Services (AWS) case

This approach helps students understand service-oriented cloud architec-

tures, including infrastructure, platform, and managed services (IaaS, PaaS,
SaaS), and how these services are used for developing and deploying highly
available and scalable applications. In addition, students are motivated to gain
key knowledge for AWS certification, enhancing their employability.

3.3 Course Structure and Methodology

This course follows a structured, hands-on approach to cloud computing and
SOA, integrating Generative Al to enhance learning. The key components
include:

1.

Guided Study: Students access AWS documentation [8] and curated videos
covering cloud concepts.

. Cloud Practice: Hands-on labs using the AWS console [9], AWS Command

Line Interface (CLI) [10], and SDKs [11] reinforce theoretical knowledge.
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Case Resolution: Students solve topic-based cases, generating new ones
using Al tools (ChatGPT [12], Gemini [13], etc.), validated through cross-
model verification to ensure accuracy.

Evaluation: Topic tests are conducted using Quizizz [16], providing instant
feedback and tracking progress.

This model bridges theory and practice, preparing students for certification

and industry challenges while fostering critical thinking.

Laboratories. Each topic includes hands-on labs structured as follows:

AWS CLI and SDKs: Students configure AWS CLI [10] and use the AWS
SDK with Python [11] for programmatic interactions, automating tasks, and
managing resources.

S3 and Data Analytics: Labs cover S3 [17], static website hosting, Cloud-
Front [18], Route 53 [19], and data analysis with Athena [20] and Glue [21].
EC2, Elasticity, and Serverless: Focus on EC2 [22], scaling, fault toler-
ance, high availability, load balancing, and AWS Lambda [23] for serverless
execution.

Databases and Web APIs: Students work with relational (RDS [24],
Aurora [25]) and NoSQL (DynamoDB [26]) databases, implementing web
APIs for data interactions.

Evaluation. The course evaluation employs a two-tiered examination structure
designed to assess both topic-specific mastery and comprehensive understanding
of the material:

Thematic Assessments: Conducted after each topic, these assessments
apply learned concepts through case studies.

Integrative Exams: Two exams are administered: the first covers Topics 1
and 2, while the final is comprehensive, evaluating knowledge synthesis across
all topics.

Figure 2 illustrates the process followed by professors and students for teach-

ing, learning, and evaluation using Generative Al

1.

2.

The process follows these key steps:

Initial Case Studies: Each student group receives three real AWS certifi-
cation case studies as a reference.

AlI-Driven Case Generation: Students use Generative Al tools such as
ChatGPT [12], Gemini [13], Perplexity [14], or Copilot [15] to generate ten
new case studies, following structured prompts to ensure relevance and com-
plexity.

Cross-Model Validation: Generated cases are validated using an alterna-
tive Al model to ensure accuracy and mitigate hallucinations.
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| Professor >I Student —>| Professor >| Student >

Generate and
validate10 cases

used for AWS
Solution (Gen
Al)
Verificative |
Prompt

Fig. 2. Process to teach and learn each topic using Generative Al

Submission and Review: Students submit validated cases via Google
Forms [27], facilitating streamlined import and instructor review.

Case Selection and Filtering: The instructor selects high-quality cases,
removing redundant or irrelevant ones to ensure alignment with learning
objectives.

Quiz Integration: Approved cases are converted into multiple-choice ques-
tions and integrated into Quizizz [16] for interactive assessments with imme-
diate feedback.

3.4 Integration of Generative Al

Generative Al enhances case study creation and validation in our learning pro-

ces

s. Students receive example case studies and structured prompts for each

topic, guiding their Al tool usage. These prompts generate relevant case studies

wh

ile providing a critical evaluation framework.
Example prompts:

Case Generation (Topic 2 - S3 Example):
As an AWS certified solution architect, generate ten AWS exam sce-
narios using Amazon S3, each with question, answer, and detailed
explanation covering object storage and security.

Case Validation (Topic 2 - S3 Example):
Evaluate case study clarity, relevance, and difficulty. Verify answer
correctness and explanation accuracy, identifying potential issues.

These prompts develop prompt engineering skills and critical thinking

through Al-generated content evaluation.
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4 Implementation and Results

The proposed methodology was implemented in a course with 24 students,
divided into six groups. Students primarily utilized generative Al tools including
ChatGPT, Perplexity, and Copilot for case study generation and validation, with
ChatGPT being the most frequently preferred option based on informal obser-
vations. While formal data on tool preference was not systematically collected in
this implementation, the variety of Al platforms provided students with multiple
approaches to engage with the course material.

Assessments included approximately 50 questions per topic, with about 10
questions removed during refinement due to redundancy. The results demon-
strated significant improvements in both student participation and performance:
a 12% increase in class attendance and complete, timely submission of all
course activities. The methodology received positive feedback from participants,
reflected in the average course evaluation score improvement from 4.10 to 4.25
(on a 5-point scale).

5 Conclusions and Future Work

This study presented an innovative approach to teaching Service-Oriented Archi-
tecture (SOA) and cloud computing by integrating Amazon Web Services
(AWS) with Generative Al tools. Our methodology successfully enhanced stu-
dent engagement, motivation, and learning outcomes through a combination of
Al-powered content generation and practical cloud design exercises. The imple-
mentation demonstrated measurable improvements, including increased class
attendance and higher course satisfaction scores.

For future work, we plan to expand this research in three key directions:
(1) automating the case study validation process to ensure higher quality out-
puts, (2) developing Al-driven customized lab exercises that adapt to individual
student needs, and (3) implementing systematic evaluation of different Gener-
ative Al tools (ChatGPT, Perplexity, and Copilot) to assess their comparative
effectiveness in generating accurate, non-hallucinated case studies. This auto-
mated evaluation framework will help identify which AI models produce the
most reliable educational content while minimizing factual inaccuracies. These
refinements will further optimize the methodology to bridge the gap between
academic training and professional cloud computing roles.
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